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Abstract

Often, investors are limited by cognitive and emotional biases in their decision making which
leads to poor portfolio investment choices. Robo-advisors can assist in overcoming these
biases. This paper seeks to develop a financial robo-advisor prototype based on hybrid
programming. It uses ensemble artificial neural networks to predict portfolio returns and
variances with input nodes of Ornstein–Uhlenbeck processes (OU) and geometric Brown-
ian motion (GBM) processes’ estimates. The results are subsequently channeled into a
probability quadratic optimization algorithm which considers target return probability and
value-at-risk constraints as proxies for investor’s risk tolerance so as to provide the opti-
mal portfolio allocation strategy that minimizes portfolio risk given a prescribed investment
horizon and target return. The results show that the ensemble artificial neural network
method implementation accurately predicted the level of 2 of 5 assets and the trends of the
remaining 3 assets. However, it yielded low standard deviations and low returns compared
to the OU and GBM estimates for short horizons. The quadratic optimization algorithm
supported investment in shorter time horizons since portfolio risk was lowest. Diversified
allocation was achieved in the shorter time horizons while longer horizon allocations were
biased towards assets with lower standard deviations. The lowest risk portfolios were the
ones with a lower certainty probability for the target return and vice versa. This paper
clearly demonstrates that ensemble methods are accurate in prediction, and that a hybrid
programming paradigm effectively leverages the strengths, speed and functionality of differ-
ent programming languages — an elixir for multifaceted dissociable programming problems.
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1 Introduction

A portfolio is a collection of investments held by an investment company, hedge fund,
financial institution or an individual. This collection of investment features a combination
of financial assets such as stocks, bonds or options. The holder of the portfolio can entrust
its management to a financial professional who works on their behalf at an agreed man-
agement fee. The design of a portfolio is done according to the investor’s risk tolerance,
investment timeframe and investment objectives. Investors have varying risk preferences,
investment timeframes and investment objectives, thus a variety of methods may be ap-
plied to design a portfolio that has proper fund allocation to each asset and select assets
that meet the investor’s objectives ([11]; [13]; [19]).

A robo-advisor is an automated investment platform that uses quantitative algorithms to
manage investors’ portfolios and at the same time, is accessible to clients. Robo-advisors
provide automated financial planning services with little to no human supervision. They
digitally onboard clients while collecting information about them, their financial situation
and future investment objectives. After assessing the client’s risk profile, it uses this data,
combined with market data, to offer advice and/or automatically allocate and rebalance
the client’s portfolios. A robo-advisor can also be used to support portfolio managers in
their decision-making processes, providing them with ‘smart’ and automated recommen-
dations, alerts and dashboards ([18]; [13]). This approach contrasts considerably with
the relatively opaque, expensive, and non-digital securities products offered by traditional
banks. Due to the high degree of automation and the portfolio-mapping, robo-advisors
can offer their services within considerably better developed conditions than traditional
asset management companies [15].

First- and second-generation robo-advisory systems comprise of online questionnaires and
online proposals, thereby providing a combination of advice and online access to tradi-
tional manual asset management services. In contrast, the third and fourth generations of
robo-advisory systems use quantitative methods and algorithms to construct and rebalance
portfolios, thereby performing truly automated portfolio management. They cover the en-
tire investment and portfolio management process, starting from the selection of the asset
portfolio and conclude with periodic portfolio rebalancing and appropriate performance
reporting [5].

Robo-advisory services can be offered at much lower costs as compared to traditional hu-
man advisors. These services also feature transparent workflows and monitoring systems,
require a low or even no minimum investment, and utilize advanced quantitative methods
of portfolio management and optimization. They can also achieve approximately the same
returns on investments as traditional advisors. Users of robo-advisors can have access to
various options to control, customize, and construct investment portfolios from multiple
devices such smartphones or laptops [2].

In 2017, the global assets under management by robo-advisors comprised approximately
$226 billion, and the number of users of these robo-advisor systems exceeded 12 million. A
forecast by [19] predicts that RAs would manage about $1.78 trillion globally; moreover,
assets under management are expected to show annual growth rate of 15.5% between
2022- 2026, with a user base of about 510 million people by 2026. The main reasons for
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the growing success of robo-advisory systems can be attributed to this new generation
of clients and the advantages of these systems over traditional financial advisors. The
success concerning robo-advisors has been attributed to transparent, cost-effective and
technological offerings. In order to maximize the chances of success, the banks must deal
with the individual, institutional and technical challenges of robo-advisor implementation
and create the strategic or organizational framework for the digitalization of securities and
investment advising ([15]; [19]; [3]).

In their study, [2] analyzed 219 existing robo-advisors worldwide and found that Modern
Portfolio Theory remains the main framework used in these robo-advisors. They found
that the current trend is to attempt to improve and augment this framework rather than
develop entirely new approaches. The asset allocation methodology adopted by 80% of
robo-advisors is the Modern Portfolio Theory approach, supplemented by about 8% with
the Black–Litterman, VaR and Conditional VaR optimization techniques. Meanwhile,
20% adopted Monte Carlo simulation approaches.

In their review, [13] opine that investors using mean-variance optimization may reduce
the effects of estimation error by applying reasonable constraints, conducting sensitivity
analysis, performing robust optimization, or using the Black-Litterman model. They,
however, note that some of the solutions are not mutually exclusive. They further suggest
that investors wishing to use the mean-variance optimization technique should consider
further simulations that perturb the underlying parameters, including the mean, standard
deviations, correlations, and value-at-risk (VaR) coefficients.

In a study by [7] on portfolio selection under the Markowitz model using expected returns
prediction applying neural networks, the results show that the neural network predictor,
which uses the autoregressive model with a lag parameter of 4 as the training model, can
produce better estimates for future returns than the historical time series mean value. In
his study, [6] also investigates a neural networks approach for portfolio selection where he
suggests that if the relationship between the output and input variables is non-linear, the
linear regression model may not be a suitable choice for the prediction of the returns. He
proposes the use of an Artificial Neural Network (ANN) which can capture non-linearity.
Furthermore, [10] suggests that practical and theoretical limitations of the mean-variance
model have led to the proposal of different utility functions, risk measures, and dynamic
multi-period models that allow rebalancing of the portfolio to hedge against adverse market
conditions. He adds that new legislation has often resulted in the necessity to introduce
new classes of constraints on the portfolio composition.

Clients investing using robo-advisors typically expect that their investments will be man-
aged with advanced, scientifically justified, modern, and well-implemented methods and
technology. However, there currently exists a gap between the predominant methods ap-
plied in robo-advisors and new methodological developments. Therefore, this paper aims
to develop a robo-financial advisor prototype which adopts a hybrid programming ar-
chitecture and uses ensemble machine learning techniques to provide an optimal portfolio
allocation strategy that maximizes investor returns for the prescribed investment horizons,
budget constraints and risk levels. The prototype utilizes an ensemble learning technique
of weighting prediction algorithms by using artificial neural networks to predict the ex-
pected price of assets in the portfolio. The underlying inputs in the prediction algorithm
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are the multi-asset OU and GBM models.

An ensemble modeling technique allows for multiple diverse base models to be used to
predict outcomes. The motivation for using an ensemble modelling technique in the pre-
diction is to reduce the generalization error. This ensemble model, which is adopted by
using an artificial neural network with base predictors being OU and GBM models, acts
and performs as a single prediction model. The combination of multiple models generally
improves the accuracy of the prediction and works better than a single model [12]. A
probability-based quadratic optimization algorithm is then applied to provide the optimal
portfolio allocation strategy that maximizes an investor’s returns in the given investment
horizon, all within a hybrid programming architecture. The use of hybrid programming
combines different programming language paradigms in a single application and provides
the functionality of utilizing a rich set of core libraries cross-functionally within the appli-
cation, thereby improving system performance.

2 Materials and methods

This study adopts a quantitative design approach to develop a probability-based quadratic
optimization model for a hybrid portfolio selection prototype. Artificial neural networks
are applied for multi-asset prediction, with the input models being of OU and GBM process
types. The prototype is tested by creating a portfolio of 5 assets. The selected sample of
assets consists of Exchange Traded Funds (ETFs) and Index Linked Funds assets, namely
the SPDR Dow Jones REIT ETF (RWR), iShares Russell 2000 ETF (IWM), S&P 500
(GSPC), iShares MSCI EAFE ETF (EFA) and iShares MSCI Frontier 100 ETF (FM).
This data is obtained from Eikon. The development environment of the prototype is a
multilanguage programming paradigm that interfaces Python and R to leverage the speed
and libraries of these respective programming languages. Figure 1 summarizes how the
algorithms are developed in a hybrid computing environment with the base algorithms
of prediction using artificial neural networks and quadratic optimization algorithms exe-
cuted in R, while the development of the prototype is done within Python to leverage on
Python’s speed and application development utilities. In Figure 1, the hybrid program-
ming architecture is demonstrated. The prototype is developed in a hybrid programming
environment where the application development is done in Python while the artificial neu-
ral network and quadratic optimization algorithms for portfolio allocation are deployed in
R but within the Python application development. The inputs for both algorithms are also
presented – the actual stock data is required so as to estimate the OU and GBM models
and also to train the neural network for the asset price predictions. The probability of
target return and value-at-risk level, durations and the target returns are also required
as inputs of the quadratic optimization algorithm so as to obtain the portfolio allocation
weights. These have been presented in Figure 3.

The approach to finding the optimal portfolio allocations considers a probability/value-at-
risk approach incorporated into the quadratic optimization problem where the expected
stock return and variance forecasts are obtained using a neural network that has four hid-
den layers, a linear activation function and multi-asset OU and GBM process estimates as
neural network inputs. Particularly, it considers that the daily return Rt on an individual
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Figure 1: Hybrid programming architecture, showing ANN prediction, optimization and proto-

type development environments.

stock, St, at time t is defined as

Rt =
St − St−1

St−1
. (1)

The portfolio return, Rp, therefore, is the sum of all the individual stock returns for a
given holding period, h, and the allocation weights, wi, represent the proportion of funds
invested in the ith asset in the portfolio with a total of N assets. This portfolio return for
the given holding period is obtained by Rh

p as:

Rh
p =

N∑
i=1

wiR
h
i . (2)

The expected portfolio return, E(Rp) is

E(Rp) =
N∑
i=1

wiE(Ri).

The target portfolio return, R̂p, is the return that the investor desires to achieve. Given
some investor certainty probability, β, of a achieving this portfolio return, and by assuming
normality of the asset returns, the target return, R̂p, is obtained by

R̂p = E(Rp) + ϕ−1(β)σp, (3)

where ϕ−1(β) is the quantile function of the standard normal distribution evaluated at
β, and σp is the standard deviation of the portfolio returns. Further, a condition is set
that the required value-at-risk (total portfolio loss) should be at most zero as presented in
(4). This implies that given only α probability level of loss, then the loss on the portfolio
would be at least zero. By this, we then have that

0 = E(Rp) + ϕ−1(α)σp. (4)
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Thus from (3) and (4), the target return can be expressed as

R̂p = E(Rp)− E(Rp)
ϕ−1(β)

ϕ−1(α)

=

(
1− ϕ( − 1)(β)

ϕ( − 1)(α)

)
E(Rp)

=

(
1− ϕ−1(β)

ϕ−1(α)

) N∑
i=1

wiE(Ri). (5)

In order to perform the portfolio optimization, we consider the case that an investor seeks
to pursue a conservative portfolio management strategy such that he desires to minimize
the portfolio variance subject to his desired return level and a zero value-at-risk level
constraint. This is achievable when we set that the quadratic programming algorithm for
the investor portfolio optimization to be

min

N∑
i=1

N∑
j=1

wiwjσiσj subject to R̂p =

(
1− ϕ−1(β)

ϕ−1(α)

) N∑
i=1

wiE(Ri), 1 =

N∑
i=1

wi and wi ≥ 0.

This quadratic programming algorithm seeks to minimize the quadratic objective function
of the portfolio variance subject to the linear return, R̂p constraints. For the estimation of
the asset returns, an ensemble learning technique is adopted by using an artificial neural
network with the input predictors being the estimates of OU and GBM models. Using a
linear activation function for the neural network, assuming 4 hidden layers, we have that:

y = ϕ0 +

4∑
i=1

ϕi(ϕ0,1 +

2∑
i=1

ϕi,1E(St,i)),

where ϕ0 denotes the intercept of the output neuron, ϕ0,1 denotes the hidden layer node
output, ϕi,1 denotes the weights corresponding to the hidden layer neuron nodes, y rep-
resents the output of the artificial neural network, and St,1 and St,2 represent the input
node estimates of the OU and GBM models at observation time t. These estimates are
respectively modelled as follows in (6) and (7):

St,1 = S0,1e
−θt + µ(1− e−θt) + σ

∫ t

0
e−θtdWt,1, (6)

St,2 = S0,2e

(
α− γ2

2

)
t+γdWt,2

(7)

In the OU model, the parameters θ, µ and σ represent the mean-reversion speed, long-run
mean and volatility rate of the model. The parameters α and γ represent the drift and
volatility of the geometric Brownian motion model. dWt,1 and dWt,2 are the standard
Wiener processes for the OU and GBM models respectively. The means of these models
E(St,1) and E(St,2) are used as the model estimates in the artificial neural network and
are obtained by

E(St,1) = S0,1e
−θt + µ(1− e−θt), (8)

E(St,2) = S0,2e
αt. (9)
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3 Implementation and testing

This section illustrates the implementation, testing and results from the hybrid predictive
portfolio allocation prototype. The prototype is developed by using an artificial neural
network with 4 hidden layers and a probability based quadratic optimization formula to
obtain portfolio allocation weights. The inputs into the ensemble artificial neural network
are the prices estimated by the OU and GBM models and are used to train the artificial
neural network. The data used consists of 5 assets for a period of 5 years to train the
artificial neural network. The prototype also uses the following data inputs, namely, the
level target return, R̂p, the certainty probability of target return, β, the probability of
zero loss exceedance, α, and the holding duration, h, as described in Section 2 (Code
available on Github: [14]). The implementation of the artificial neural network, the port-
folio optimization algorithm and the prototype software integrations are discussed in the
subsequent subsections.

3.1 Artificial neural network and probability quadratic optimization al-
gorithm

The prototype implements the artificial neural network algorithm in R and interfaces it
into Python using the rpy2 interface package. The artificial neural network uses 4 hidden
layers. The output layer consists of the prediction outcomes of the stock prices of the 5
assets. The input layer consists of estimates of the stock prices by OU and GBM models.
The estimate of the node values of the artificial neural networks are obtained and are
shown in the plots of Figure 3. The output results of the artificial neural network are
subsequently used to obtain the portfolio allocations by the probability based quadratic
optimization algorithm. This algorithm provides the various allocation weights for the
assets given the input parameters of the level target return, the certainty probability of
target return, the probability of zero loss exceedance and the duration. This algorithm
also provides the portfolio risk (standard deviation) that will be attained by the portfolio
for the given duration with the obtained allocation weights. The results of this algorithm
using various inputs are shown in Table 1.

3.2 Software integrations

The prototype architecture integrates R-libraries and functionality within Python envi-
ronment. The prototype database used to save predictions of stock prices and portfolio
allocations is SQLite. The prototype also integrates with Microsoft Excel by allowing
data in CSV format to be uploaded and used in the prediction and allocation of port-
folio weights. Also, stored data of predictions and weights can be extracted and stored
separately as a CSV file. Once the minimum hardware and software requirements of the
computing device are met, the software prototype is installed in executable (.exe) format
and the respective files extracted into the Windows OS filesystem.
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4 Results and discussion

In this section, we present the results of the implementation of the robo-financial advisor
prototype which applied ensemble artificial neural networks to forecast asset returns and
consequently applied a probability based portfolio optimization algorithm to obtain the
optimal portfolio allocation strategy for an investor. The results of the fitted ensemble
artificial neural network algorithm, whose inputs are the OU and GBM models that are
specified in Section 2, are presented in Figure 3. In these figures, the hidden layer con-
sists of four nodes which are fully connected to every node in the input layer and the
output layer. Each node performs a weighted sum of the inputs it receives from the input
nodes and applies the activation function to produce the predicted prices. The results of
implementation of the prediction algorithm and the portfolio allocation algorithm in the
prototype using 5 assets and having varying inputs of portfolio target return, portfolio
zero loss exceedance (value at risk level), certainty target return probability level, and the
different durations are summarized in the Table 1.

As shown in Figure 2, the plots of the predicted stock prices using the ensemble artificial
neural network are provided for the different selected assets, namely, the SPDR Dow Jones
REIT ETF (RWR), iShares Russell 2000 ETF (IWM), S&P 500 (GSPC), iShares MSCI
EAFE ETF (EFA) and iShares MSCI Frontier 100 ETF (FM). The predicted prices are
compared with the historical estimates of a 60-day back-testing window. Generally, the
artificial neural network algorithm has a strong ability to forecast stock prices accurately
over the 60 day back-test period. These results are presented in the plots in Figure 2
below.
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Figure 2: Time series plot of predicted stock prices (historical prices in green, artificial neural

network 60-day forecasts in red).
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Figure 3: Artificial neural network from training models (OU, GBM) using the training data set

of stock prices of RWR, IWM, EFA, FM and GSPC which represent the OU and GBM estimates

of the 5 assets respectively.

The quadratic programming algorithm using the neural network forecasts could not con-
verge to a local optimum at significantly high expected return levels to yield portfolio
weights. The algorithm however converged to a local optimum at very low expected re-
turn levels to yield the portfolio weights. The returns produced by the neural network
forecasting algorithm were very low, close to zero, consistently as shown in Figure 2, which
compares the historical prices and artificial neural network forecasts. The OU and GBM
estimation models produce slightly larger returns with larger standard deviations. Thus,
the probability-based quadratic programming algorithm performed well when forecast re-
turns have a high standard deviation or when the target return is low. A validation test
with historical data and OU forecasts corroborated this, as it could converge when the
target return level is generally high, particularly factors of 2, 3 times greater than target
return desired in the analysis. These results of the allocation weights obtained by the
quadratic programming algorithm using ANN predictions are shown in Table 1.
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Generally, the neural network algorithm under-predicted the asset prices as shown in Fig-
ure 2 depicting the 2-month neural network forecasts against the historical test data. It
accurately predicted the level of two of the assets (EFA and FM) and also correctly pre-
dicted the trend of two of the assets (RWR and IWM). This neural network algorithm
was found to be much more suitable for short-term (30-day) forecasts rather than longer
term (1 year) forecasts, as in the latter, it yielded very low, close to zero, standard devi-
ations and consequently very low returns. The OU and GBM model forecasts had higher
standard deviations than the artificial neural network forecasts.

Asset 4 (FM), in all algorithm test cases, received the highest allocation weight, except
when the target return level was doubled and the probability levels of the target return
and value-at-risk held the same as summarized in Table I below. The lowest variance
portfolio was a medium-term portfolio with variance of 0.334%. However, its expected
target return was -0.045% at 95% target return confidence. The highest variance portfolio
was a short-term portfolio with variance of 1.542699%. Its expected target return 0.56%
at 0.000001% target return confidence restriction. The highest allocation for an asset was
to asset 1 (RWR) at a weight of 0.9873570 in the short-term duration.

Shorter time horizon investments were supported by the quadratic optimization algorithm
since portfolio risk was lowest. The best diverse portfolio allocation was achieved in these
shorter time horizons as well. Longer horizons allocations were biased towards assets with
lower standard deviations, as in Asset 4 and Asset 5 allocation in Table 1. The lowest risk
portfolios were the ones with a lower certainty probability of target return and vice versa.
Also, the portfolio allocations were sensitive to the investment horizon. Shorter investment
horizons were biased towards assets with the lower standard deviations. As shown in Table
1, Asset 1 received the highest allocation of 98% in the short-term. The medium-term
investment yielded a well-diversified allocation. Asset 4 (EFA) consistently received a
positive weighting in all algorithm allocations. Generally, for long-term investment, one
would have to hold a slightly higher risk portfolio as compared to short-term investment.

5 Conclusion

The aim of this paper was to develop a robo-financial advisor prototype which adopts
a hybrid programming architecture and uses artificial neural networks to forecast asset
returns. It also sought to provide an optimal portfolio allocation strategy through a novel
probability/value-at-risk optimization approach that minimizes portfolio risk within the
prescribed investment horizons, given an expected portfolio return, budget constraints,
certainty probability of target return, and value-at-risk level. Firstly, the factors relating
to portfolio selection were investigated. This was achieved by conducting a comprehensive
literature review to establish the factors that inform portfolio allocation. It is found
that the portfolio returns, duration and the portfolio standard deviations are the main
factors that would be considered in determining the portfolio allocation. This summary is
presented in Section 1. The techniques applied in existing portfolio allocation platforms
are investigated and it was found out that the Markowitz mean-variance approach was
the most commonly used in existing robo-advisors for portfolio allocation. Secondly, an
ensemble algorithm that could combine the prediction of stock prices for an investment
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Table 1: Results of stock allocation (Asset 1 - RWR, Asset 2 - IWM, Asset 3 - EFA, Asset 4 -
FM, Asset 5 - GSPC).
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duration using neural networks to achieve accurate predictions, where the inputs to the
neural network model are stock price estimates from OU and GBM, is suggested in Section
2.

This ensemble artificial neural network prediction results were then fed into a probability-
based quadratic optimization algorithm that takes into account the duration of investment,
the certainty probability of target return, the probability of achieving a loss more than zero
(value-at-risk) and the individual stocks standard deviation in order to obtain portfolio
allocation weights that will yield a portfolio with low risk. The results of these algorithms
are presented in Section 4. The developed prototype performed very well in estimating
the portfolio allocations and performing predictions.

The results showed that the ensemble neural network algorithm correctly predicts the level
of 2 of 5 assets and the trends of the remaining 3 assets; however, it yields low standard
deviations and low returns compared to the OU and GBM estimates for short horizons.
The neural network algorithm relies on these estimates as the training inputs, therefore
recurrently optimizing the weights on the nodes. This shows that the ensemble artificial
neural network-based approach to forecasting could be a reliable technique to forecasting,
albeit at a short duration of about 30 days, since at longer horizons and a greater number
of hidden nodes, the algorithm seems to be static even with heavy shocks to the underlying
inputs.

The quadratic optimization algorithm is found to be sensitive to the level of the target
return selected. If the target returns are very high or if individual stock returns are
consistently zero, then the algorithm does not converge to local optimum to yield optimal
portfolio weights. Setting of the target return within twice the actual historical portfolio
return, but not higher, was found to lead to convergence and give the portfolio allocation
weights. This algorithm supports investment in shorter time horizons since portfolio risk
was lowest in the shorter time horizon. The best well-diversified portfolio allocation was
achieved in these shorter time horizons. Longer horizons allocations were biased towards
assets with lower standard deviations. The portfolios with the lowest risk portfolios were
the ones with a lower certainty probability of target return, while the portfolios with the
highest risk were the ones with a higher certainty probability of target return.

Finally, the results on the functionality and design of the prototype are also analyzed and
presented. They show that a hybrid programming paradigm is an effective approach to
leverage on strengths, speed and functionality of different programming languages; an elixir
for multifaceted dissociable programming problems that can be implemented in compatible
programming languages such as R and Python. The developed prototype was able to use,
within Python, advanced R-based quadratic optimization, calibration and neural network
libraries for portfolio analysis that are not available for Python, significantly improving
application development speed and ease. Future investigative works could consider non-
linearity models and explanatory inputs such as macro-variables to forecast returns and
variances for longer durations. A hybrid approach on GPU to directly offload intensive
algorithms for speed acceleration could also be considered as a possibility to improve the
performance of the prototype.
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