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Abstract

Product targeting optimisation within the financial sector is becoming increasingly complex
as optimisation models are being exposed to an abundance of data-driven analytics and
insights generated from a host of customer interactions, statistical and machine learning
models as well as new operational, business, and channel requirements. However, given
the expeditious change in the data environment, it is evident that the product targeting
formulation cited throughout the literature has not yet been updated to align with the
realistic modeling dynamics required by financial institutions. In this paper, an enhanced
product targeting formulation is proposed that incorporates a large set of new modeling
constraints and input parameters to try and maximise the economic profit generated by a
financial institution. The proposed formulation ensures that the correct product is offered
to the desired customers at the best time of day through their preferred communication
medium. To solve this formulation, a novel column generation approach is presented that
is capable of reducing problem complexity and allows for significantly larger problems to be
solved to global optimality within a reasonable time frame.

Key words:  Product Targeting; Integer Programming; Dantzig Wolfe Decomposition; Column Gener-

ation; Optimisation; Parallel Processing.

1 Introduction

Product targeting optimisation within the banking industry is a problem that has gained
significant traction throughout the last few years within the corporate ecosystem. Insti-
tutions are realising the immense financial benefit which could be unlocked by solving
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the product targeting optimisation problem. Even though it is an important problem
to solve, limited research studies are available on this topic. Current exact solution ap-
proaches found throughout the literature are still not able to solve industry-sized product
targeting problems to global optimality since it is considered to be an NP-hard problem
[5]. Generally, researchers either reformulate the product targeting problem into a sim-
plified version of the main problem leaving out critical business, channel, and product
constraints, or apply heuristic algorithms to try and solve it [17]. The concern with these
types of approaches is that sub-optimal results are obtained. To address the foregoing
shortcomings a novel product targeting formulation is proposed. In addition, a column
generation solution approach is presented which is capable of solving the novel formulation
when applied to significantly larger product targeting problems. The novel algorithm was
tested using fictitious data, which was simulated based on the characteristics of real-world
problem instances.

To develop the novel product targeting strategy, the integer programming (IP) formu-
lations of the associated problem in the literature, were augmented with complex busi-
ness, operational, and channel-related constraints. Novel contributions that were added
to the model formulations found in the literature, include aspects such as customer re-
cency considerations, incorporation of channel complexity, considering the best time to
call customers, and accounting for product limitations. Further aspects such as allowing
customer channel preference, incorporating machine learning (ML) model output to in-
fluence model decisioning, the inclusion of marketing consent, and, lastly, accounting for
product cross-sell dynamics were taken into consideration.

A novel computational framework was developed to solve the proposed product target-
ing problem. This computational framework utilises a novel greedy starting heuristic
algorithm in conjunction with a column generation algorithm to solve significantly larger
product targeting problems as compared to the normal branch-and-bound algorithm. The
computational and algorithmic contributions made in the study entail the reformulation of
the proposed IP formulation using both Dantzig Wolfe decomposition and column genera-
tion approaches. Parallel processing technology within the sub-problem domain is applied
while incorporating dual smoothing variables to reduce the dual variable heading-in and
yo-yo effects. Lastly, the methodology allows for the computation of the upper and lower
bounds in order to calculate the relevant optimality and integrality gaps.

In Section 2 of this paper, a detailed literature review is provided touching on the history
related to marketing strategies. In Section 3 an overview is provided of the solution
methods applied by others in trying to solve the product targeting problem. Emphasis
is placed on the type of modeling constraints considered in the literature and how the
problem is reformulated to reduce model complexity. This review is used as a means of
evaluating the advances made in the specific field of study, as well as to gain insight into
the product targeting optimisation problem and how it is leveraged within the banking
industry [5, 4]. The novel mathematical IP formulation proposed for solving the product
targeting problem is presented in Section 4, with basic terminology and notations. The
novel column generation framework is introduced in Section 4.2 with the focus on the
complexities associated with combining heuristic and exact formulations in order to obtain
global optimal solutions for significantly larger problem instances. Computational results
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generated by both the solution algorithms are discussed in Section 5. Lastly, a summarised
view of the work that was conducted is represented in order to conclude the research
study. To understand the complexity associated with the product targeting optimisation
problem, some background regarding the technical principles on which the problem is
based, is deliberated in the subsequent sections.

2 Technical background

Customers in the banking and retail industries are exposed to thousands of marketing
communications on a daily basis. Organisations are competing heavily for the attention
of customers to grow their clientele base and outsmart the competition. These marketing
communication attempts are focused on providing information to customers about the
services or products offered by the organisation. The various marketing strategies available
to these organisations need to be used in full agreement to deliver an effective and holistic
message to the customer that will satisfy both customer and organisational objectives.
The objective of the marketing strategies is to convince customers to acquire the services
or products by ensuring that each customer is receptive to the messages and that the
intent to purchase is established.

Modern-day marketing techniques are based on the premise that satisfied customers will
provide positive feedback to their peers and they will keep returning to make use of the
organisation’s offerings. It is for this reason that current marketing techniques are aimed at
establishing long-term customer relationships to ultimately drive customer growth. The
American Marketing Association (AMA) reformulated the definition of marketing as a
function within a system or organisation that is focused on managing customer relations
through developing, communicating, and providing value to customers. This definition
emphasises the importance of customer relationship management within the marketing
environment and how imperative it is to have a well-constructed marketing strategy aimed
at meeting set out objectives [6].

Marketing strategies need to ensure that the information that is presented to the customer
is relevant to the customer’s current interests, needs, and situation (i.e., personalised for
each customer). The effect that these strategies have on customers should spur them into
action to either buy a product or procure a service. There are generally two types of
marketing strategies when it comes to product advertising and promotions, mass market-
ing and direct marketing. Mass marketing is a traditional marketing methodology that
employs mass media as a way of targeting current as well as potential customers with
product-related information. The channels leveraged by this type of marketing strategy
include radio, television, newspapers, and magazines. It usually targets large groups of
customers without discriminating between individual customers of a group. The informa-
tion conveyed to these groups of customers is uniform with each customer receiving the
same message. This type of marketing strategy is quite expensive in comparison to direct
marketing [16].

As opposed to mass marketing, direct marketing focuses on targeting individuals or house-
holds with personalised promotions. The term direct marketing is defined by the Direct
Marketing Association (DMA) as a method for a company to use data systematically in
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order to achieve measurable marketing objectives, by making direct contact with current
or potential customers to sell individualised offers. Direct marketing classifies or clusters
customers in specialised segments in order to send promotional activities or personalised
advertising to these specific classes of customers [3]. Channels such as email, SMS, and
voice calls have been utilised by direct marketing strategies with newer channels such as
USSD, internet, and mobile push notifications being introduced in recent years [10]. Direct
marketing has been receiving increasingly more traction within various industries due to
its high efficiency and effectiveness in guaranteeing improved success rates on marketing
campaigns. When looking at the profit margin obtained from direct marketing campaigns
in recent years, it has been reported by Bose & Chen [2], that it increased from $10 in 1999
to approximately $12.66 in 2005 for each $1 that was spent, with a steady increase ever
since. With the introduction of the internet and other digital channels, it has significantly
lowered operational costs. This means that with even low response rates on campaigns, it
is frequently still sufficient in ensuring the success of the various direct marketing campaign
objectives.

One of the key processes to ensure the success of direct marketing campaigns is the cor-
rect selection of target customers to which these campaigns should be distributed. Target
selection is generally preceded by sophisticated customer profiling and the development
of response models generated by ML algorithms [11, 12]. The data produced by the tar-
get selection process is required to be optimised to maximise economic profit and satisfy
various channel, business, and product constraints before making contact with the var-
ious customers. The optimisation of direct marketing campaigns is generally achieved
by implementing either exact or heuristic optimisation algorithms. These algorithms are
employed to construct marketing strategies through the use of intelligent decisioning. To
generate an optimal direct marketing strategy, several business, channel and product con-
straints need to be considered in addition to the response and clustering model outputs
[17]. This includes aspects such as channel and resource limitations, channel and product
exclusions, budget constraints, corporate hurdle requirements, cross-sell and upsell oppor-
tunities, campaign costs, and minimum quantity of products to sell per campaign, just to
name a few [4]. The above and a multitude of other constraints need to be factored into
these types of optimisation models in order to generate a direct marketing strategy, which
is able to maximise a company’s economic profit.

The objective of the product targeting problem is to increase the economic profit of the
financial services provider. Profit maximisation can be achieved by either generating
additional revenue from an existing customer base or by acquiring new customers. The
former is known as "retention” whereas the latter is ”acquisition”. The focus of this
study is justified by two aspects. Firstly, Reinartz et, al. [18] pointed out that firms
should rather try and retain existing customers than attempting to acquire new ones.
Prioritizing expenditure towards retention will result in a greater long term impact on
customer profitability. Secondly, the methods and models utilised within the financial
industry for data analysis are better suited for retention efforts as banks have access
to the deepest veins of customer data when considering their existing customer base.
Although banks have access to a significant amount of customer data, Bernstel [1] noted
that many of them do not utilise these databases to their full potential when designing
optimal product targeting models, which ultimately leads to sub-optimal results.
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3 Related work

Nobibon et, al. [17] investigated and solved a simplified version of the product target-
ing problem. The constraints considered included aspects such as the corporate hurdle
constraint, budgeting constraint, product limitations as well as curbing the number of
products assigned to each customer. The authors proposed a column generation branch-
and-price framework (also exploring a multitude of heuristics algorithms) capable of solv-
ing the simplified version of the product targeting problem. In their paper, problem
instances of up to 10000 customers and 15 products were considered. Some conclusions
that were derived from their study were that end users should use exact methods to solve
small to medium-sized problems (< 2000 customers and 15 products) whereas heuristics
should be employed when trying to solve large product targeting problems (> 10000 and
15 products).

The product targeting formulation proposed by Cohen [4] expanded slightly on the sim-
plistic model formulation proposed by Nobibon et, al. [17] by adding an additional index
to the optimisation problem allowing it to account for channel assignment. This addition
was however very limited since it only accounted for the maximum offers which could be
assigned to customers via each channel. Channels that were considered were branches,
call centers, and direct mail. In this study, channel complexities such as the best time of
day, probability of right party contact, the probability to answer, and a multitude of other
channel-related nuances were not included. The approach followed in the paper was to
aggregate customers according to their profit and cost profiles and consider a cluster or a
grouping of customers as 1 data point instead of accounting for each customer individu-
ally. In doing this the input data to the problem were significantly simplified allowing the
problem to be solved efficiently. The limitation of this methodology is the fact that one
might not account for unique customer nuances when clustering customers into various
target groups.

Delanote et, al. [5] accounted for the possibility of promoting bundled products to cus-
tomers (cross-selling) as well as multi-channel structures. The mathematical formulation
proposed was linked to the legislative framework of Belgian financial institutions. Similar
to Nobibon et, al. [17] and Cohen [4], basic constraints, such as the corporate hurdle,
campaign budgeting, and the limitation of product offers to customers, were included.
Delanote et, al. [5] did however expand on the channel-related constraints by including
aspects such as follow-up capability via multi-channels when an offer has been presented
to a customer. They considered up to 15 product offers originating from 4 product cate-
gories while utilising 4 channel dimensions and 4 customer segments. The research study
made use of a mixed integer programming (MIP) formulation to solve the given product
targeting problem. Some important research proposals made throughout this study were
to investigate the application of a Benders-base decomposition algorithm in solving the
product targeting problem to global optimality or to at least provide a good approxi-
mated solution to the problem. A multitude of channel complexity constraints such as
multi-number or email addresses associated with single clients and response model inputs
to select the best channel option or time of day to contact a customer were not accounted
for in the formulation proposed by Delanote et, al. [5].
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Lu & Boutilier [13] proposed a new dynamic segmentation approach for linear program-
ming product targeting problems using a modified column generation formulation as a
baseline for the algorithm. Constraints related to the campaign and overall budgets were
incorporated into the modeling framework, as well as, product offering guidelines and
channel capacity limitations. The proposed solution was again focused on developing a
customer segmentation methodology that would allow an optimisation problem to solve
significantly larger product targeting problems containing millions of customers within a
matter of seconds.

Savelsbergh [15] proposed a branch-and-price algorithm to solve the general assignment
problem (GAP). The proposed formulation comprise of an objective function and 2 con-
straints. Similar research avenues were proposed by Friberg [7] where a branch-and-price
algorithm was implemented to solve the opportunistic maintenance planning problem.

Work presented by Pessoa et, al. [14] also investigated stabilisation techniques to improve
the performance of the column generation algorithm. In the mentioned research paper,
techniques such as using the proximity of a stability center through implementing penalty
functions were discussed. Other techniques linked to dual variable smoothing were also
investigated with the last method being termed the centralized prizes approach. The
work conducted by Pessoa et, al. [14] was however not specifically focused on the product
targeting problem, but rather focused on enhancing the column generation algorithmic
performance. The dual smoothing methodology was adopted in this paper to enhance the
computational capability of the column generation algorithm.

4 Mathematical model formulation

When considering the modelling requirements proposed in the literature, it is imperative
to note that this study is not focused on developing a segmentation methodology to allow
the product targeting problem to be solved within a fraction of a few seconds. Instead, the
purpose is to enhance the existing product targeting formulations to include additional
complex business, operational, and channel dynamics that have not yet been accounted
for in the cited mathematical formulations. A novel starting heuristic, as well as a novel
column generation solution framework is proposed which is capable of solving the proposed
complex formulation more efficiently compared to the standard IP formulation.

In this paper, two mathematical formulations are presented for the product targeting
problem. The focus is initially on discussing the mathematical construct of the proposed
IP formulation where-after the novel column generation formulation is presented. Details
are provided regarding the dynamics of each formulation and the complexity associated
with the respective methods. However, before discussing these mathematical formulations,
some general notations are provided as an introduction.

Let J denote the index set of the product offers being incorporated into the product
targeting problem, with j € J denoting a specific product offer within the collection. The
grouping of customers to which a product could be offered is denoted by the index set
T, with ¢ € T referring to a specific customer. To account for the number of channels
available to contact customer i for product j, we introduce index set U with v € U
representing a unique channel within the collection of channels which could be utilised as
the communication medium.
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A time index set T is added to the product targeting problem to account for the best
time t € T at which a customer should be called when voice is selected as the channel of
preference. Let Q denote the number of contact modes (e.g., phone or email) linked to
the collection of customers Z. The subset Q(i,u) C Q contains the various numbers and
email addresses that belong to a unique customer i € Z.

The index set C contains the cross-sell options available within a given product target-
ing problem. The subset C(i,j) C C delineates the cross-sell options available to each
individual customer ¢ € 7 after being offered product j € J.

The last index set incorporated into the research study is only applicable to the novel
column generation formulation and is given by W. The preceding index set is representa-
tive of the total number of columns that were added to the master optimisation algorithm
after a problem solution has been identified by the sub-problems. Each column added per
iteration to the model is presented by w € W.

4.1 Novel IP formulation

The novel IP formulation objective function is represented by (1) - (5) below. In (2)
variable P depicts the total monetary gain obtained by the financial institution as a result
of committing products j to customers i. Variable C'H is introduced into the objective
function (3) to allow the model to select the best possible mobile number or email address
u for a specific customer in the event where one customer might have multiple phone
numbers or email addresses ¢ € Q;,,. Variable T'M is used in the objective function (4)
to allow the mathematical model to select the best time of day t to call a customer ¢ if
voice was selected as the preferred channel of contact. Lastly, variable C'R is added to the
objective function by incorporating (5) to account for cross-selling opportunities ¢ which
might exist for selected products j.

The monetary gain (2) obtained by the financial institution is calculated by subtracting

(

the variable cost cﬁi from the potential income p;j,, where after it is multiplied with
decision variable z;;, € [0,1]. Decision variable z;j, is utilised in the equation to govern
the decisioning process as to which product j should be offered to customer ¢ via channel

u. In (2), the model also accounts for the fixed cost (c(.f )

J
7 to customer ¢ by incorporating parameter cg-f ) and decision variable y;j € [0,1]. Term

Tiju is added to (2) to account for the probability of reaching a customer on a specific
(p)

U

) associated with offering product

channel (i.e., probability of answer). Parameter ¢, in (2) enforces channel preference

whereas CSL allows cross-selling opportunities to take priority over those products that do

not have cross-sell options. Parameter m; is added to (2) to allow the assignment of an
importance weighting to term P when compared to the other objective function features
being considered.

Term C'H is added to the product targeting objective function as seen in (3). Parameter

Eji , 10 (3) is the probability of right party contact (RPC) for each phone number or email
address associated with a given customer ¢. Binary decision variable cz(?z is utilised to
allow the model to select the best possible phone number or email address, where x;;, has
been assigned a value of 1. Similar to (2), a weighting parameter mg is added to (3) in

order to allow the end user to specify the influence of (3) on the overall objective function

C
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(t)

by assigning a constant value to mp. Input parameter ¢;, , in (4) is the probability of a
customer answering at different periods of the day for a selected phone number q.

The last component that is included in the novel product targeting objective function is

CR. Term CEJ(): n (5) is the additional financial gain that could be realized when a cross-
(r)

sell option is selected. Binary decision variable 0;;. is multiplied with parameter Cije
order to include the financial gain of cross-selling options to the objective function if such
an option exists.

n

(My) max (P+CH—|—TM+CR) (1)
P = Z Z Z Piju — ’Lj’LL ‘Q:UU)(TZJU + C?E]’Z, + czyu Z C(f)y], (2)
JET €L ueld JjET

ZZZ Z Uuq Z]uq yma, (3)

JET €T ueU qEQiy,

TS S Sl o

JET i€T u=1q€Qy tET

CR=Y Y Y o ®

JET €T ceCyj

The foregoing product targeting problem is not just maximising the financial institution’s
monetary gain but also selecting the best conversation at the right time through the correct
channel to improve customer satisfaction. The preceding is achieved by lumping (2) - (5)
into the maximisation function as indicated in (1). The objective function related to the
novel product targeting IP formulation is constrained using constraint sets (6) - (23) as
elucidated below.

Constraint set (6), is known as the corporate hurdle, ensuring that the return on investment
(ROI) for the campaigns that form part of the decisioning problem is at least R. Parameter
R is calculated as (1 + r) with r representing a fraction between 0 and 1 to allow for the
inflation or deflation of the expected ROI by a certain margin. To account for budgeting
requirements, constraint set (7) is added to the IP formulation. Parameter B; delineates
the budget linked to each product j in the campaign process. To govern the number of
offers j being assigned to each customer i, constraint set (8) is added to the model. Term

(1 —rgc)) is introduced to constraint set (8) in order to enable the model to perform recency
checks before allowing any product to be assigned to a given customer. Consideration
should also be taken to limit the number of customers assigned to each product. To
enforce these limitations, constraint sets (9) and (10) are added to the optimisation model
enforcing the adherence to both the lower (lj(-l)) and upper (l;u)) bounds related to the
number of customers linked to product offerings j. When considering constraint sets (6)
- (10) it is apparent that these constraints are readily available throughout the product
targeting literature. Some alterations were however made to the standard constraint
formulations such as the addition of term wu allowing the model to account for channel
decisioning. The aspect of recency is also a new concept that was introduced to the
overarching product targeting optimisation model in order to align the model to a more
realistic representation of reality.
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Z Z Z PijuTiju — Z Z Z Cz]uxzju + Z c§f)yj) >0, (6)

JET €T ueld JET €T ueld JjeT

SN e wiu < By, jed, (7)
i€ uelU

ZZIUU_ l—r(c)) i€, (8)

JET ueld
Zwau_ v, J€J, (9)
1€ ueld
szz]u > y]v JjeJ. (10)
i€ ueld

We introduce constraint sets (11) - (23) as novel constraints, excluding constraint set (13)
which has already been cited in the literature. These constraints will allow the optimisation
model to account for a multitude of new business and operational requirements which
aim to align the model to real-world product targeting problems. Constraint set (11) is
added into the optimisation model to limit the number of products that are allowed to be
considered during the decisioning process with term P("™) representing a user input upper
bound. As part of channel selection, constraint set (12) is added to the optimisation
model in order to allow only selection of one channel u (voice (u = 1), SMS (u = 2)
or email (u = 3)) as means of communicating offer j to customer i. The upper bound

(m).

channel limiting constraint is enforced through constraint set (13) using parameter ¢,
O]

Parameter ¢;,” in constraint set (14) depicts the lower bound input variable which is used
to manage the lead assignment to the various channels.

(m))

To enforce the upper bound limit (I u for each product of a specific channel, constraint
set (15) is introduced into the optimisation model. Parameter Ej, is used as an exclusion
parameter, meaning that when a business unit requests that a specific product j should
not be offered via a certain channel u to customer i, then the parameter will take on a
value of 1. The lower bound limit for each product j being offered via a specific channel u
is managed by constraint set (14) with input parameter E;,, being the exclusion parameter

and lj(-z) representing the lower bound input parameter. Decision variable y; is added to
constraint set (14) to only allow the offering of a product j if the model has decided to
include the specific product in the solution (i.e., y; = 1).

The model also needs to be capable of excluding customers ¢ from certain channels u

if the customer has specified a preference towards a specific channel. This is achieved

using constraint set (17) with cgz) being representative of a binary input parameter used

to accommodate the channel preference of customers. Parameter mg has been defined
as a very large constant in order to ensure that when a customer has not provided a
specific channel exclusion (c;, (c) — 0), the constraint will still hold true. To include channel-
related marketing consent mto the optimisation model, constraint sets (18) and (19) were

(v )

incorporated. In constraint set (18), decision variable Cijuq KeePs track of the best number

(pr) -

g is utilised to track

or email address selection for a customer whereas input parameter c;
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marketing consent for said contact mediums. Constraint set (19) is added in order to
(d)

ensure that the decisioning between variables c; Jug and x;j, are aligned.

When including channel as part of the decisioning process, the model is also required to
decide on the best time of day to call a customer in the event that voice (v = 1) has been
selected as the communication medium of choice. In constraint set (20), variable hjiyqt
is used to track the decision whether customers ¢ should form part of the time of day
selection process with no specific focus on the exact number or time to be utilised, but
only aligning to x;j,. Constant my is added to the right hand term of constraint set (20)
in order to allow the model to assign a value of 1 to decision variable /i, Where index
u = 1 for each number ¢ and time period ¢ available to the interested customers.

In constraint set (21), cz(-;liq is used to indicate which phone number has been selected as

the best number to use for a selected customer allowing variable A, to only select the
best time of day to call a customer for the identified number. Variable A4 is summated
in terms of ¢t € T to ensure that only 1 time period is selected for the phone number under
consideration. Decision variable 0;j. in constraint set (22) is used to track cross-sell option
selection while CSL
exists for a certain product j.

is a binary input parameter utilised to indicate if a cross-sell option

>y <P, (11)

JjeJ
uel
S5 <, ued (13)
€L jeTJ
ZinjUZCg), uel, (14)
i€T jeT
Sz < (1- B, jeduel, (15)
i€T
€L
inju Smg(l—cz(-z)), ieZ,uel, (17)
JjeJ
B o<@-dM), jedieTueld,qe Qu, (18)
S &l =i, jedieLuel, (19)
quiu
Z Zhjiuqt < muiju, jJEJT,i€Z,u=1, (20)
q€Qiu t€T
Zhjiuqt < CS'?Zq) ] € \7;7‘ € Iau = laq € QMM (21)
teT
Z Oije < Z Cgixiju; jeJ,iel, (22)

c€Cij uEL{'c(S) =

iju
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d . .
yjyxz‘j,hjiuqt,cgjszz‘jc €{0,1}, ie€Z,jeJ,ucl,qec Qu,teT. (23)

The product targeting problem is considered to be NP-hard throughout the literature.
Solving complexity either arise in the form of memory limitations or exponential time
requirements. Adding all of the preceding complexities to an already complex product
targeting problem will most definitely increase the difficulty of finding a solution to this
problem when using pure exact solution algorithms. It has been noted that conventional
algorithms such as the branch-and-bound algorithm are incapable of solving these complex
product targeting problems for large-scale instances. It is for this reason that a column
generation approach is suggested to reduce solution complexity allowing the algorithm to
solve significantly larger optimisation problems within a reasonable time.

4.2 Novel column generation framework

The aim of applying the Dantzig Wolfe decomposition and Column Generation theories is
to reduce the complexity of the product targeting problem and to allow optimal solutions to
be computed for problem sizes where the novel IP formulation, represented in Section 4.1,
fails to do so. To make use of column generation to solve the product targeting problem as
defined in Section 4.1, we first need to transform the IP problem into a linear programming
(LP) problem using the Dantzig Wolfe decomposition algorithm. The transformation
results in a huge number of variables being generated which is attributed to the problem
being written as a linear combination of its relevant extreme points and extreme rays.
With the decomposed formulation containing this huge number of variables, the only way
to effectively solve the reformulated optimisation problem is to make use of a column
generation approach.

As part of the implementation of the column generation algorithm, the reformulated
Dantzig Wolfe decomposed product targeting problem is divided into a master and multi-
ple sub-problems. As part of the model framework, a specifically designed starting heuris-
tic is required to generate an initial feasible solution for the initialisation of the master
problem. To comprehend the complexities associated with the proposed novel product
targeting column generation framework, the focus is initially set on providing detail re-
garding the starting heuristic algorithm where after, information is provided on the primal
master problem as well as the formulation of the multiple sub-problems. Some insights
are also provided into the upper bound calculation for the master problem.

4.2.1 Model starting heuristic

The starting solution which is required to initiate the column generation computational
process forms an integral part of the overall product targeting solution framework. For
this purpose, a greedy starting algorithm is suggested. The principle of this algorithm is
to move away from the traditional optimisation techniques which require large-scale com-
puting servers to obtain acceptable initial feasible solutions to the optimisation problem
under consideration. The proposed heuristic consists of the main function which is used
to manage the overall execution logic of the heuristic algorithm as well as sub-functions
which is responsible for the actual inner workings and decision variable selection process
of the algorithm. The outline of the heuristic algorithm is provided in both Algorithms 1
and 2 below.
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Algorithm 1: Heuristic Main Function Pseudocode

. ) _
1: Let T = 1
2: Let C«Ejiq =0; hjiugt =0; 0550 =0; p°¢=120; obj(new) =, ff =5 fP=2
3: funct[p€][ff] = Create 2D Matrix Constaining Number of Permutations for constraints: 4.15; 4.17; 4.21; 4.22;
4.24
4: funct1[fP] = Create 1D Matrix of Constraints 4.19 and 4.14
5: Initialise Heuristic Function:
6: Send variable :pplzju through a series of function funnels
7. for p € p¢ do

8: for f € ff do
9: x({;u = Call function F(p,x;’;;u,UB = LH of funct[p][f])
10: end t%r
11: for a € fP do
12: x({;u = Call function F(p,xg])-u,UB = LH of functlal)
13: end t%r
14: Ensure Corporate Hurdle is Adhered To, [4.13]:
15: let cost =0
16: cost+ = c§f), jeJ
17: if (((piju — (cgi + cost)R)a:;’;).u) < 0) then (z;{;u =0)end if, i€Z,jeJ,ueld
18: Determine Value for Decision Variable y("¢*) Using simplistic Cplex Model:
19: Maximise (Siez ey Suer((Pigu = clju)aphy) i + ey + efm = Ty 79"
20: Subject To Constraint 4.18
21: Solve Cplex Problem and Get Value For y}heu)
. (f _ () (hew) : ;
22: Calculéte New Tyt = Tpijul; , t€l,5eJ,uel
23: Let obj =0
. - (f), (hew)
24: obj *Zjej —c; 'y,
250 obj = Yier Djes Dueu(Pisu — )5 ,) rigu + ) + c))m
26: Calculate Final z;;, and y; Values:
27: If (obj > obj("e®)) Then (0bj("e®) = obj; Yy = y](.hw>; Tiju = x;{;u) end if
28: end for

(d)

29: Provide Master Problem with z;;., y;, Cijug 1 hjiugt and o;j. as starting solution

The main heuristic is used to initialise variable xé{ )u This variable will be used to track

the heuristic algorithm selection and update the decision variable x;;, as it moves through
the various stages of computation. The first part of Algorithm 1 initialises the various

decision variables cl(-;liq, hjiugt and o0;5., as well as variables, used to track matrix indices
such as p@, ff and f¥. Note that in this starting heuristic algorithm we do not compute
(d)

values for decision variables Cijug> hjiugt and o055c. The preceding decision variables are
assigned zero values as a starting point for the column generation algorithm. The focus is
rather on calculating starting values for decision variables z;;, and y; as these variables
are critical to the initialisation of the column generation algorithm. In Algorithm 1 various
permutations for constraint sets (8), (10), (13), (15) and (17) are considered as well as
the inclusion of constraint sets (12) and (7) to compute a starting solution for decision
variable x;j,. An initial solution for y; is calculated in the main heuristic by making use
of (2) as the maximisation objective and (11) as constraint set.
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Algorithm 2: Heuristic Sub Function Pseudocode: F(p, xé{;u, UB)

)
piju
2: Let mgjfi) =0; waljju =0; UB=0; UL=0; counter =0

crasIm (i + e, +e5)) ieTjeTuel
4: Sort Objective Value and Matrix Index In Descending Order
5: loop over the iterated index/indices of the constraint associated to UB then do
6: vector<pair<int,int> >vp
7.
8

1: Calculate Objective Value Using =
3: Calculate objective function: valijy = ((Piju —
loop over the summated index/indices of the constraint associated to UB then do

: vp.push_back(make_pair(val;j, ,index))
9: end loop

10: sort(vp.begin(),vp.end(),sortinrev)

11: loop over the summated index/indices of the constraint associated to UB then do
12: valj, = vp.first

13: valf%i = vp.second

14: end loop

15: end loop

16: Compute Temporary xijfi) Variable Until Upper Bound for Constraint Is Satisfied
17: loop over the iterated index/indices of the constraint associated to UB then do

18: UB = LHS of Constraint

19: loop over the summated index/indices of the constraint associated to UB then do
20: UL = UB — counter

21: if (UL > 0) then

22: (azgjfft) = 1 for index valﬁ?jj

23: counter +=1

24: end if

25: end loop

26: end loop

25: Update Variable m;{;u
26: Update: x;{;u = a:g?a:;}:j)u 1€, jeTJ,ueld
(€D)

27: return Ty

The sub-function pseudocode listed in Algorithm 2 is responsible for the sorting and selec-

o )u in order to determine a good combination of binary variables that

tion of the variable Ty
would lead to a feasible solution for the product targeting problem. When the execution

of the heuristic sub-function is completed, the main algorithm is provided with a proposed
(f)

value for Ty
Throughout the execution of the starting heuristic, only 5 of the 8 constraints contained
in the column generation master problem (Section 4.2.2) are considered, but a feasible
starting solution is still obtained. The reason why not all 8 constraints are incorporated
is because of the greedy algorithmic approach which was implemented. The 3 constraints
that are excluded from the heuristic model are lower bound constraints. With a greedy
approach, the algorithm tries to satisfy the maximum value of each constraint by assigning
binary values to z;;,. By trying to meet the maximum criteria for each constraint, it
will inherently also ensure that the proposed binary combination selected for z;;, will
also satisfy the lower bound requirements. Therefore, leveraging the above phenomenon
reduces the complexity and computational time of the starting heuristic algorithm while
still ensuring a feasible initial solution is provided to the column generation method. The
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Dantzig Wolfe decomposition and column generation algorithms are employed as the next
step to reach global optimality. The foregoing mathematical framework is discussed in
detail throughout Section 4.2.2 with the initial focus on the primal master formulation for
the product targeting optimisation problem.

4.2.2 Primal Master Problem

To transform the novel product targeting IP formulation into a standard form that will sup-
port the column generation algorithm, the baseline optimisation model M; is reformulated
using the Dantzig Wolfe Decomposition algorithm for integer programming problems.

The primal objective function takes on a similar mathematical form as the original problem
formulation in Section 4.1 with some minor transformations in order to align with the
Dantzig Wolfe Decomposition framework. To reformulate the objective function of Section
4.1 according to the structure of the mathematical formulation (24) - (28), the objective
function is expressed as a convex combination of the extreme points for the various decision
variables z;jy, cl(;zq, hjiugt and o055.. To achieve this, index w is added and the variables
are transformed in order to take on predefined binary values (constants) which were either
obtained from the starting heuristic solution (start of column generation algorithm) or from
values generated by the sub-problem as described in Section 4.2.3. The decision variable
zwj is added to the problem formulation in order to track the real number weighting
assigned by the optimisation problem to each extreme point combination. In order to
solve the product targeting problem using column generation, we only consider a reduced
master problem at the start of the column generation process with the initalisation point
coinciding with the starting solution obtained from the novel heuristic algorithm. The
column generation master problem objective function is represented by M Pp.

The variables utilised in the objective function (24) are identical to those considered in
(1) with P,; representing the monetary gain obtained from the product targeting process,
CH,; guiding the model to perform channel selection, T'M,,; allowing the model to select
the best time of day to call a customer and lastly, CR,,; which allows the model to account
for cross-selling opportunities. The only difference in (24) when compared to (1) is the
addition of index w € ¥ and decision variable z;.

Constraints (25) - (28) are lumped into the maximisation function (24), to guide the opti-
misation model in maximising the financial institution’s monetary gain and allowing the
selection of the best conversation at the right time through the correct channel in order to
improve customer satisfaction. The decisioning performed in the master problem objec-
tive function is governed by the linking constraints defined within the product targeting
problem discussed in Section 4.1. An overview of the mentioned constraints is provided in
Section 4.2.2 with a detailed discussion on how the constraints had to be altered to adhere
to the column generation framework.
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(MPp) maz Y > zuj(Puj + CHuj + TMy; + CRyy) (= Z), (24)
weW jeT
Puj =3 3 ((0igu = ) Twij) (rigu + e+ c5m = 3 ey w e W, j e 7, (25)
u€U i€Z jeJ
CHyj = Z Z Z (cggichi)juq)mg, weW,je g, (26)

uelU 1€Z q€Q;in,

Tij = Z Z Z chi)qthijqtv weW,je€J, (27)

1€Z u=1q€Q;, teT

CRyj = Z Z ngsz‘jc, weW,jeJ. (28)

1€ CECij

In order to extract the constraint set for the column generation master problem, the linking
constraints are identified from the list of constraints in Section 4.1. The criterion which is
used to determine if a constraint falls within the linking constraint category is to identify
if the constraint could be split up per product index j. If the relevant constraint requires
a full view of the entire product list in order to maintain its original purpose (i.e., the
constraint requires a summation of variables across the product offerings) it would mean
that the constraint can’t be split up per product index j and therefore it will be classified
as a linking constraint. It is however imperative to note that the preceding theory does
not apply to constraint sets (15) - (16) and some modeling adjustments had to be made
in order to include the mentioned constraints into the master problem formulation. The
purpose of constraint sets (29) - (32) is similar to the original constraints in Section 4.1, but
with the exception that column generation decision variable z,,; as well as index w € W
are included.

ST 2w Q0 Y P — RO Y e wuig + ¢y 20, (29)

weWw jeJg ueU €L ueU 1€
SN wn O v <1 -1), ieT, (30)
weW jeJ ueU
Z Z ij(z xwiju) > Cg)7 uel, (31)
weW jeg i€
S w (O w) <, weld. (32)
weW jeJg €L

Constraint sets (15) - (16) do not fit the standard criteria used to identify constraints
that should enter the master problem formulation. These constraints do not require the
summation of variables across product indices j and are used for iterating through each
product j to ensure that the upper and lower limits are respected. In order to add the
preceding constraints into the master problem, constraint sets (15) - (16) are rewritten to
be in the same form as constraint sets (33) - (34). Note however that constraint sets (33) -
(34) may also have been excluded from the master problem and added to the sub-problem
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formulation in Section 4.2.3, however, to reduce the complexity of the sub-problems, it was
decided to incorporate the said constraints into the master problem formulation instead.
Given that the branch-and-bound algorithm is used to solve the sub-problem, we want to
limit the complexity to prevent computational memory limitations.

37 2w (Yt — (1= Ej)il)) <0, jeJuel, (33)
weWw €L

Z ij(z Twiju — (1 — Eju)lj(.z)yj) > 0, j c J,u cu. (34)
weWw €T

Changes involved in formulating constraint sets (17) and (11) included the addition of
index w, z,; and updating decision variable x;j, t0 Zy;j,. The purpose of constraint sets
(35) - (36) within the column generation context remained similar to what was discussed
for the original model.

Z Z ZwjTwiju < m3(l— cgz)), 1€, uel, (35)
weWw jeg
DYz < P (36)
weW jeg

As part of the Dantzig Wolfe Decomposition reformulation, it is required that constraint
sets (37) and (38) are added to the column generation master problem to maintain model
sanity. The purpose of constraint set (37) is to ensure that the fractional values assigned to
Zwj Within the master optimisation model do not exceed an overall value of 1 per product
index j. In constraint set (37) a less than or equal to sign is used in the constraint instead
of a strict inequality as dictated by the Dantzig Wolfe Decomposition Algorithm. This
is to allow the column generation algorithm to assign fractional values to z,; during the
start of the computational process. As the algorithm moves through the computations,
the values of z,; will start to converge to a value of 1. At the point where the optimisation
model terminates at a global optimal solution, z,,; will have been assigned a value of either
0 or 1 for each given index j.

Y <1 jed. (37)

weWw

Lastly, constraint set (38) is added to the master problem to allow the optimisation model
to assign real values to z,,; as per the requirements of the simplex algorithm used to solve
the column generation master problem.

0< 20 <1, weW,jed. (38)

By utilising the simplex method as a solution algorithm, the dual values and the reduced
cost related to the primal master problem can be extracted so that the associated sub-
problem objective functions can be formulated.

4.2.3 Sub-Problem

The sub-problem, also known as the pricing problem, which is used within the column
generation algorithm, consists of an objective function that is derived from the dual master
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problem reduced cost as well as model constraints that coincide with the complicating
constraints identified from the baseline model from Section 4.1. Given the structure of the
product targeting column generation sub-problem, the overarching integer programming
problem can be subdivided into multiple smaller integer programming problems according
to index j € J. This allows the use of parallel processing to speed up solution time. The
reduced cost is lumped into a minimisation function to complete the derivation of the
objective function (45).

Ry = {piju<d< D — (riju + ciP)ma) — &Sy (RAW + (rijo + ) + cl))ma)],  (39)
=S 3N wijulRy + [ + d9 + dD + )+ dl) 4 a9, (40)
JET uel €T

Ry =Y [y;(1 — RA@) + d™ + ], (41)
JjeT
Ri= Y S [Bplidle) + Bl ydll) — 2], (42)
jeTJ ueu

Z ZZ Z wuq Uuq Z ZZ Z chqt Jiugt s (43)

]EJ ueU i€l qEQW ]6\7 1€L u= lqEQ'Lu teT
RY = Ry + R34+ Ry + R5 — Z Z Z CZ(‘;ZOijCa (44)

JjET €T CGCij

(SP) min (RC). (45)

When the primal master problem is a maximisation problem as seen in Section 4.2.2, the
associated sub-problem will take on the form of a minimisation problem. Note that d(®
- d® is representative of the dual variables which were derived from the master problem
dual formulation. Parameter d(®) maps to constraint set (29) with the rest of the dual
variables mapping to each of the successive constraint sets seen in the master problem
(Section 4.2.2).

The column generation sub-problem constraints are represented by constraint sets (46) -
(55). Note that these constraints are extracted from the baseline optimisation model in
Section 4.1 (from the list of complicating constraints) with no alterations being made to
said constraints to incorporate them into the column generation sub-problem framework.
The only change required was to pair constraint sets (46) - (55) to the correct objective
function (45) to generate the required sub-problem outputs. Note that the purpose of
these constraints within the sub-problem also remains identical to what was discussed in
Section 4.1 and therefore no additional information is provided.

ZZ x”u_ i, JE€JT, (46)

1€Z ueld
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SN wu =Py, jed. (47)

1€ ueld
Do w <My, jed, (48)
i€ ueld
AN <(-dy jedieT,ueldqe Qu, (49)
dwiu<l, jeJieL (50)
ueU
Z Cg;aq:l‘iju, jeJ,ieluel, (51)
q€Qiu
Z Zhjiuqt < myTiju, jET,i€L,u=1, (52)
qEQiy t€T
d . .
Zhjiuqtgcgjiqa jedJ,ie,u=1,q¢€ Q, (53)
teT
Z Oije < Z Si%u, jeJ,iel, (54)
c€Cij uel cgjsu—l
d ) .
inju,hjiuqt,cz(-jiq,oijc S {0, 1}, J € J,ieL,uel,qée Qiu,t € T,C S Cz‘j. (55)

The purpose of the sub-problems are to determine the correct binary combination for
decision variables x;ju, Njiuqt, cgﬁq and o;;. that will decrease the reduced cost objective
function value and in turn improve the master objective value. When an optimal binary
combination is obtained while solving the sub-problem, it will be fed to the master problem
variables Twiju, Nuwjiugt cii)juq and oy;jc as seen in Section 4.2.2 and be appended onto
the master problem as additional columns. New columns will be appended to the master
problem until the algorithm reaches its termination point. As mentioned in Section 4.2.2,
the researcher used gap calculations to determine the point of termination for the column
generation algorithm. To compute the various gap metrics, the algorithm first needs to
calculate an upper bound for the master problem. In Section 4.2.4, the derivation of such
an upper bound is provided.

4.2.4 Upper Bound Formulation

In order to compute the upper bound for the master problem, the weak duality theorem
is used as a point of departure.

Theorem 1 Consider a primal problem of the form:
mazximize ¢z subject to Az <b, xz>0. (56)
With the dual problem derived from the primal problem taking on the form:

mazximize by subject to ATy>e¢, y>0. (57)



A column generation approach for product targeting optimisation 221

If (x1,29...2,) is taken as a feasible solution to the primal mazximization linear program
and (y1,Y2...yn) is assumed to be a feasible solution to the dual minimization linear prob-
lem, then the weak duality theorem can be stated as follow:

loe=aTe<aTATy <bly, (58)
Z cjrj < Z biyi. (59)
jeJ i€l

where c; and b; refers to the coefficients of the respective objective functions. The above
statement alludes to the fact that the objective function value for the dual optimisation
problem should be either greater than or equal to the primal objective function value when
computed by the solution algorithm. Simplifying the preceding function the subsequent
equation is obtained:

Z Cj$j — Z bzyz § 0. (60)

JjeT i€T

4.2.5 Dealing with Heading-In and Yo-Yo Phenomenon

When working with column generation algorithms, aspects such as dual variable heading-
in, yo-yo, and the tailing-off phenomenon could have a detrimental effect on the compu-
tational performance of the column generation algorithm [14, 19]. To reduce the initial
heading-in effect experienced by the column generation algorithm, we introduce (61) into
the sub-problem objective function. A large constant value (const) is multiplied by a
dynamic fraction value (1 — a) with a being initialised at a value of 0. As the algorithm
progresses through the iterations, a is incremented by 0.05 to reduce the effect that (61)
has on the sub-problem computations. The incremental value of 0.05 can be reduced or
increased depending on the desired rate at which the end user would want (61) to influ-
ence the sub-problem objective function. After completing a certain amount of iterations,
the value of a will equate to 1 (as per the incremental increases made to a) leaving the
entire term ((1 — a)(const)) to take on a value of 0. With (61) taking on a value of 0,
it will no longer affect the column generation algorithm. The purpose of (61) is to try
and force the algorithm out of the initial heading-in effect to allow the creation of sensible
columns. After reducing the influence of the heading-in effect using (61), the algorithm
moves towards the dual value yo-yo phenomenon.

(1 — a)(const). (61)

The yo-yo phenomenon is caused by the sporadic changes in the dual values which are
calculated from the primal master problem. A sudden abrupt change in the dual values
could result in the column generation algorithm frequently changing the direction in which
the solution has been steered and as a result, the model could struggle to find appropriate
columns which could improve the master problem objective function. To try and coun-
teract the preceding, we introduce a dual smoothing algorithm (dual averaging) into the
sub-problem objective function to try and dampen the influence of rapidly changing dual
values. The proposed solution allows for changes in the dual values, however, it is man-
aged in a more controlled manner to allow the algorithm to generate better columns much
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is created for each

of the dual values present in the sub-problem objective function. Variables dgf;k) will take

on the values of the initial iteration dual values d(*~*) as seen in (62).

faster. At the start of the column generation algorithm, variable dt(ff,;k

dlack) = gla=hk), (62)
As the algorithm moves to the next iterations, the column generation method starts to
leverage (63) to calculate the average dual values across the various iterations. In (63),

d((ﬁ,gk) is updated with the average value between d((ff}gk) and d(@=5),

dys™) = (dc? +d ) /2. (63)
After computing the average dual values for a given point in time, we formulate an equation
(64) which will take into account both the current as well as the average dual values when
determining the next column to enter the master problem. The model will consider the
actual and average dual values in a fractional relationship to one another. The preceding
is enforced by introducing fractional variable a; into (64). At the start of the column
generation algorithm variable a; will be initialised at an arbitrary value of say 0.8 (a1
can be initialised with any value between 0 and 1). The preceding would mean that
when the sub-problem considers the various dual values within the objective function, the
influence of the actual dual values would be weighted by 0.8 on the objective function
calculations whereas the average dual values would be weighted by 0.2. Variable a; would
maintain a constant value of 0.8 throughout the column generation iterations. Only when
the integrality gap reaches a point less than 1.1 will the value of a; be updated to 1.
When a; takes on a value of 1, it will result in the dual average effect induced by dgﬁ;k)
to be excluded from the model. With the exclusion of dgﬁ,gk), the sub-problem objective
function would only be influenced by d(®*=*). Note that the integrality gap (I¢) will only
reach a point below 1.1 close to the end of the algorithm (small optimality gap) where we
would not want the dual averages to induce biases on the columns being generated and for
this reason, a; is then assigned a value of 1. However, before reaching that cut-off point
of I¢ < 1.1, the dual averaging technique in (64) assists with reducing the yo-yo effect
within the column generation algorithm [14].

i = d@P (1) + daP (1 — ay). (64)
By substituting each of the dual values seen in the reduced cost function (Section 4.2.3)
with it’s dual smoothing equivalent calculated in (64), the computational efficiency of the
column generation sub-problem algorithm is significantly improved. The foregoing dual
smoothing methodology allows the column generation algorithm to reduce both computa-
tional time and memory requirements for the column generation algorithm.

5 Model results and interpretation

In the subsequent section, some comparative results are provided regarding the perfor-
mance of the IP formulation versus the column generation algorithm when applied to
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product targeting optimisation problems. The solution framework was implemented using
IBM Cplex [9], C++ and Visual Studio as a development environment, and Python for
data generation and structuring. Table 1 denotes the size variations of product targeting
problems that were used in the empirical tests. Both the IP formulation as well as the
column generation algorithm were used to solve test instances 1 - 9 whereas for test in-
stances 11 - 16, only the column generation algorithm was applied given the computational
limitations identified for the IP formulation.

The branch-and-bound algorithm is designed in a way that requires the model to fit every
combination and permutation encompassed within the optimisation problem into memory
resulting in the algorithm easily exceeding the server’s memory capabilities when trying to
solve instances larger than test case 9. Hence, only the column generation algorithm was
applied to test instances exceeding the size of problem 9 due to its superior capability in
solving larger optimisation problems. No results were provided for test instance 17 given
that both algorithms failed to generate any kind of solution for the problem instance due
to its size and complexity. The results obtained for the aforementioned test cases were
evaluated based on each algorithm’s memory utilisation capability, the ability of each
algorithm to reach global optimality as well as the number of columns and rows that were
generated for each test instance.

Test Case Model Type Num Cust Num Prod Num Chan Constrained

Test1 IP/DM 500 ) 3 Tight
Test3 IP/DM 1500 10 3 Tight
Testb IP/DM 3000 15 3 Tight
Test7 IP/DM 5000 20 3 Tight
Test9 IP/DM 8000 25 3 Tight
Test11 DM 10000 30 3 Tight
Test13 DM 15000 30 3 Tight
Test15 DM 20000 35 3 Tight
Test16 DM 25000 35 3 Tight
Test17 DM 30000 35 3 Tight

Table 1: IP Formulation and Column Generation Model Inputs.

5.1 Memory utilisation

Figure 1 provides a summarised view of the memory consumed by both the IP formulation
as well as the column generation algorithm when applied to solving test instances 1-16. It
is apparent that the IP formulation operated close to the server’s memory limits (7GB)
during the computation of the solution for test case 9. The IP formulation was however
able to operate well below the memory limits for test cases 1 - 7 without running into
any memory constraints. Consequently, the IP formulation could easily compute the
desired global optimal solutions for the mentioned test instances. From the analysis, it is
evident that the IP formulation follows an exponential memory consumption trend when
it comes to scaling the product targeting optimisation problems to be solved. The memory
utilisation profile of the column generation algorithm is also portrayed in Figure 1. When
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evaluating the column generation memory profile trend, it is clear that the algorithm
only reached the server’s memory limits during the execution of test instance 16. The
column generation algorithm was however able to solve test instances 1 - 15 with ease
while obtaining global optimal solutions for each.

IP vs Column Generation Memory Consumption
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Figure 1: IP vs Column Generation Memory Consumption

When comparing the memory profile of the column generation algorithm to the IP for-
mulation, it is evident that there is a significant difference between the two curves. By
implementing the column generation algorithm, a large drop in memory consumption is
achieved, allowing the algorithm to solve significantly larger product targeting optimisation
problems. For example, for test instance 5 the IP formulation consumed approximately 4
GB of memory whereas the column generation algorithm only consumed 2 GB of memory.
During test instance 7, 5.2 GB of memory was being used by the IP formulation whereas
the memory requirements for the column generation algorithm were around the 2.7 GB
mark. The preceding are just two of the examples noted in Figure 1, with the remainder
examples following the same trend.

From the foregoing analysis, it can be concluded that the column generation algorithm
significantly outperforms the IP formulation when it comes to server memory utilisation
for all tested problem size ranges.

5.1.1 Optimality Gap

Figure 2 shows the optimality gaps computed for each of the tightly constrained test
cases while leveraging both the IP formulation as well as the column generation methods
as solution algorithms. For the tightly constrained test instances 1 - 7, it is clear that
both the IP formulation as well as the column generation algorithm were able to compute
solutions within the 0% - 10% optimality gap range. The IP formulation was not able to
compute any solution for test instance 9 therefore the instance was assigned an optimality
gap equal to 100%. The same is true when evaluating the computational outcomes for
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test instances 11 - 16. In each one of the foregoing instances, the IP formulation was not
able to compute an answer and as a result, no gap could be calculated. When considering
the results generated for test cases 9 - 16 when using the column generation algorithm, an
optimality gap between 0% - 10% could be computed.

IP vs Column Generation Optimality Gap Analysis
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Figure 2: IP vs Column Generation Optimality GAP

Comparing the ability of the two algorithms to compute an optimality gap for tightly
constrained product targeting problems, it is evident that the column generation algorithm
outperforms the branch-and-bound algorithm when applied to medium or large problem
sizes. The branch-and-bound algorithm, however, is better at solving small-sized tightly
constrained product targeting optimisation problems, compared to the column generation
algorithm.

5.2 Rows and Columns Added to Models

When applying column generation to solve large complex optimisation problems, it is
stated in [8] that the computational gain achieved by the column generation algorithm
can be attributed to the reduction in the number of columns and rows being considered
to derive the global optimal solution. The column generation algorithm only considers a
subset of the extreme points and rays for a given problem thus reducing the memory and
computational requirements to solve the given problem. To confirm if the foregoing is the
case, an analysis was performed on the number of columns and rows that were generated
during the solutioning of test instances 1 - 16.

The data depicted in Figure 3 is representative of the number of rows and columns being
generated for the tightly constrained test cases when solved using both the IP formulation
as well as the column generation algorithm. Given that the number of rows and columns
generated for each of the test cases varies in order of magnitude, a logarithmic scale is
utilised to plot the test outcomes on the same graphing axis to ensure legibility. The top
image in Figure 3 depicts the number of columns being generated by each of the mentioned
algorithms whereas the bottom image is focused on the number of rows that originated
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from the computational process. When assessing the top image, it is apparent that the
number of columns that were generated by the IP formulation was significantly more as
compared to the column generation algorithm. For test 1, we note that the number of
columns that were generated by the IP formulation equated to a value of 57894. For the
same test case, the column generation algorithm outperformed the IP formulation to a
large extent by generating only a total of 755 columns.
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Figure 3: IP vs Column Generation Column and Row Analysis (Tightly Constrained)

A similar trend is noted for test 3 with the IP formulation generating 345425 columns while
the column generation algorithm was able to compute a solution using only a minimum
of 950 columns. For test cases 5 and 7, it is once again noted that the column generation
algorithm generates significantly fewer columns when compared to the IP formulation.
When evaluating test cases 9 -16 it is apparent that the branch-and-bound formulation
was not able to compute any solution. The column generation algorithm was capable
of computing a solution for each of the mentioned test cases (9 - 16) while generating a
limited number of columns ranging between 1000 and 2700 columns. Given the foregoing
analysis, it is apparent that the column generation algorithm is most definitely able to
drastically reduce the number of columns in comparison to the columns being generated
when using the IP formulation as a solution methodology. This in turn allows the column
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generation algorithm to reduce computational requirements which enables the algorithm
to handle significantly larger optimisation problems.

The bottom image of Figure 3 shows the number of rows that were generated for each
of the tightly constrained test cases. Similar to the analysis performed on the number
of columns being computed, it is seen that the IP formulation produced a large amount
of additional rows for each of the given test cases when compared to the rows that were
generated by the column generation algorithm for the same test cases. When considering
the data depicted for test 1, it is apparent that 47203 rows were generated by the IP
formulation for this test instance whereas the column generation algorithm was able to
keep the number of rows to a mere 2043 for the same instance. For test cases 3, 5, and 7
the IP formulation generated 276528, 826313, and 1825748 rows respectively. Evaluating
the results obtained after applying the column generation algorithm, it is noted that only
6078, 12113, and 20148 rows were generated by the algorithm for the same test instances,
respectively.

In the process of evaluating the results obtained for test cases 9 - 16 after applying the
column generation algorithm, it is apparent that the number of rows generated for each
instance was kept to a minimum with test 9 consisting of 32183 rows, test 11 having 40218,
test 13 containing 60218, test 15 ending with 80253 rows and lastly test 16 not exceeding
100253 rows.

6 Summary and Conclusion

This paper proposes a novel complex product targeting problem formulation that takes into
consideration a multitude of business, operation, and channel constraints not previously
accounted for in the literature. This includes aspects such as customer recency, marketing
consent considerations, channel preference specifications, identifying the best time of day
to contact customers, selecting the best number or email address to contact customers,
adding additional product limiting constraints, and lastly adding cross-sell dynamics to the
model formulation. In addition to enhancing the product targeting formulation, a solution
framework comprising a novel starting heuristic as well as a novel column generation
formulation was proposed to allow the aforementioned complex formulation to be solved
for problem sizes of up to 25000 customers, 35 products and 3 channels. The branch-and-
bound algorithm was only able to solve problem instances up to a size of 5000 customers,
20 products, and 3 channels.

The results demonstrate that the proposed novel starting heuristic algorithm combined
with the column generation framework is able to significantly reduce the memory require-
ments of the various test instances allowing the solution framework to solve significantly
larger product targeting problems in comparison to standard solution methodologies. The
reduction in memory requirements can be attributed to the reduced number of columns
and rows being considered for each of the test cases when leveraging the column generation
algorithm. The novel solution framework is able to reach global optimality for each of the
test cases under consideration and solve larger test instances as compared to the instances
tested in the study cited in [17].
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Future work would be to investigate the feasibility of including channel dynamics such
as internet, push notification, and USSD into the modeling framework to move towards
a holistic formulation that is capable of accounting for all aspects of the marketing mix
used by financial institutions. Other aspects to investigate would be the development
of a heuristic algorithm that is capable of generating multiple column combinations that
could feed into the master problem instead of only being dependent on the sub-problem
formulation to generate one column per model iteration. Adding multiple columns to the
master problem simultaneously would most definitely decrease the solution time required
to find an optimal solution. Possibilities of including segmentation methodologies such
as those discussed by Lu & Boutilier [13] into the complex product targeting framework
proposed in this paper would also be worth investigating.
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