




























1' :r* = (1,5;0,25;16, 75) 
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=27,563 

Figure 2 depicts the progress of the algorithm in Example 3. 

x, 

Figure 2: Progress of algorithm in Example 3 

Exa1nple 4 A general non-linear problem with solution at a vertex [6]. 

subject to 

g1(z) = x1 + 2x2 + 2x3 < 72 

9i( �~�)� = -xi-t :=;; 0 , i = 2, 3, 4 
g5(z) = x 1 :=;; 20 
g6(z) = x2 ::; 11 

g7(z) = x3 ::; 42 
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X = {10; 10; 10)T 

cycle k k k k f(~l) constraint Xt x2 x3 

0 1 10 10 10 -1000 -

1 2 11 11 11 -1331 6 

1 3 17,351 6,351 17,361 -1911,9 * 
2 2 18,207 8,690 18,207 -2880,5 1 

2 3 18,998 10,751 14,762 -3015,1 * 
3 2 19,139 11,000 14,943 -3145,9 6 

3 3 19,567 10,726 15,491 -3251,1 1 

3 4 20,000 10,693 15,258 -3263,1 5 

f(x•) = -3300 TNS=7 

Exan1ple 5 A general non-linear problcru with solution on a constraint surface. 

minin1ize f(x) =xi+ 3x; + 1,5yfx; 

subject to 

g1(z) = -2x1 - x2 - x3 < -20 

g2(x) == -x1 - x3 < -10 

93(x) = -xl < 0 

g4 (x) = -x2 < 0 

g5(x) = -x3 < 0 
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cycle k k k k J(xk) constraint .1: t x2 x3 

0 1 6 6 6 147,67 -

1 2 5,204 3,612 5,980 69,89 1 

1 3 6,645 1,760 7,465 57,55 * 
2 2 5,752 1,050 7,447 40,48 1 

2 PI 4,492 0 11,015 25,16 3 

3 2 4,492 0 11,015 25,16 1 

3 3 4,224 0,597 11,576 24,02 * 
4 2 3,971 0,490 11,569 21,59 1 

4 PI 0,602 0,987 17,810 9,61 1# 
4 P2 @ 0,166 0,029 19,640 6,68 1# 

@ The value of the squared norm of the projected gradient at termination is sn = 
4.10-5

. 

• T x = (0, 166; 0, 029; 19, 640) , f(x*) = 6, 68 

TNS=9 

6 CONCLUSION 

The claim tha.t the proposed new interior feasible direction method represents a uni­

fkd method has been demonstrated by its application to simple example problems of 

different types. Although the simple examples are presente9 with the main objective 

of illustrating the principles involved, the practical performance of the method on 

these problems also demonstrate a robust and economic behaviour. In all cases con­

vergence was obt.ained in a few steps. In Example 4, for instance, convergence was 

obtained in 7 steps with 49 function and 49 constraint evaluations. This performance 

should be seen in comparison to the performance, on the same problem, of some more 

well kuown multiplier and penalt.y methods, that require many more function and 

constraint cvaluat.ions as reported by Hock and Schitt.kowski [6]. 

The obvious versatility of the int.crior approach embodied in the unified algorithm 

presented here, and its encouraging performance on the simple test problems justifies 

further future effort. in developing a general purpose code for solving large problems 

where the parallelism inherent in the algorithm may be exploited. 
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