Conjugate descent formulation of backpropagation error in feedforward neural networks
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Abstract
The feedforward neural network architecture uses backpropagation learning to determine optimal weights between different interconnected layers. This learning procedure uses a gradient descent technique applied to a sum-of-squares error function for the given input-output pattern. It employs an iterative procedure to minimise the error function for a given set of patterns, by adjusting the weights of the network. The first derivates of the error with respect to the weights identify the local error surface in the descent direction. Hence the network exhibits a different local error surface for every different pattern presented to it, and weights are iteratively modified in order to minimise the current local error. The determination of an optimal weight vector is possible only when the total minimum error (mean of the minimum local errors) for all patterns from the training set may be minimised. In this paper, we present a general mathematical formulation for the second derivative of the error function with respect to the weights (which represents a conjugate descent) for arbitrary feedforward neural network topologies, and we use this derivative information to obtain the optimal weight vector. The local error is backpropagated among the units of hidden layers via the second order derivative of the error with respect to the weights of the hidden and output layers independently and also in combination. The new total minimum error point may be evaluated with the help of the current total minimum error and the current minimised local error. The weight modification processes is performed twice: once with respect to the present local error and once more with respect to the current total or mean error. We present some numerical evidence that our proposed method yields better network weights than those determined via a conventional gradient descent approach.
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1 Introduction
In the feedforward neural network architecture, the algorithm for modifying the weights between different interconnected layers is usually known as the backpropagation learning technique [19]. This algorithm evaluates the first derivative of the error function with
respect to the weights. The error is defined as the mean square error between the desired output and the actual output of the network for any input pattern presented. The technique of backpropagation was popularized in a paper by Rumelhart, et al. [16]. However, a similar idea was proposed earlier by a number of researchers, including Parker [15] and Werbos [17].

Various other enhancements and modifications were also proposed for the feedforward neural network paradigm [2, 8, 12]. The term backpropagation is not always used consistently. For instance, the feedforward multilayer neural network architecture is sometimes also referred to as a backpropagation network. The term backpropagation is also used to describe the training of a multilayer neural network using a gradient descent approach applied to a sum-of-squares error function for the given pattern. It involves an iterative procedure of minimising this error function, by modifying the network weights during each iteration of the process. During each iteration we may distinguish between two distinct stages. In the first stage, the derivatives of the error function with respect to the weights are evaluated. In the second stage, the derivatives are then used to compute the adjustment of weights [16]. It is important to distinguish between these two stages. The first stage, namely the propagation of errors backward through the network in order to evaluate derivatives, may be applied to many other kinds of networks, not only to the multi layer perceptron. It may also be applied to error functions other than merely a simple sum-of-squares, and the evaluation of other derivatives, such as the Jacobian and Hessian matrices [3], may thus be obtained. The second stage, namely that of weight adjustment by means of these derivatives, may similarly be tackled using a verity of optimization schemes.

The derivatives of an error function with respect to weights may be obtained by propagation of errors backwards through the network, as mentioned above. That is, the weight adjustment is proportional to the negative gradient of the error with respect to the weight, where the error is the instantaneous error between the desired and actual output of the network. This instantaneous error is due to the current input pattern from the given training pattern set and becomes a sample function of a random process. Thus, the error may be assumed to be a random variable. Therefore the gradient descent method is a stochastic gradient learning method. Due to this stochastic nature, the path of the minimum along the error surface is haphazard. The error surface itself is an approximation of the true error surface determined by the entire training set of patterns. Thus, the surface may contain several local minima in addition to a global or total minimum. Consequently, the stochastic approximation of the gradient descent used during backpropagation learning need not converge. However, if the weight change is made using second derivative information of the error, then a better estimate of the optimal weight change towards the total minimum may be expected. The conjugate descent is one such method [2] where both the weight change at the previous step and the gradient at the current step are used to determine the weight change for the current step. Evaluation of the Jacobian matrix is required in this respect [4]. The elements of the Jacobian are the derivatives of the network outputs with respect to the inputs. The matrix provides a measure of the local sensitivity of outputs to changes in each of the input variables. For instance, if known errors are associated with input variables, then the Jacobian matrix allows these to be propagated through the trained network in order to estimate their contribution to the errors at the output level. In general, the network mapping represented by a trained neural network
will be non-linear, and so elements of the Jacobian matrix will not be constant, but rather
depend on the particular input vector used.

We may also use backpropagation to evaluate the second derivatives of the error, in or-
der to form the Hessian matrix [3]. Several non-linear optimization algorithms used for
training neural networks are, in fact, based on consideration of the Hessian matrix. The
Hessian also forms the basis of a fast procedure for re-training a feedforward neural net-
work following a small change in the training data [1]. Various approximation schemes
exist for evaluating the Hessian, such as the diagonal approximation method [9], the outer
product approximation method and the inverse Hessian method [6]. A method for the ex-
act evaluation of the Hessian matrix has been also proposed, which is valid for a network
of arbitrary feedforward topology. This method is based on an extension of the back-
propagation technique used to evaluate first order derivatives, and shares many desirable
features of it [1, 3, 13].

In the present paper, we provide a general mathematical formulation for the conjugate
descent of the error function for arbitrary feedforward neural network topologies. The error
is backpropagating among the units of hidden layers for modification of connection weights
in order to minimise the error. The generalized delta-learning rule or backpropagation
algorithm, i.e. the descent gradient along the unknown error surface for each of the training
patterns, forms the basis for this formulation. The proposed formulation provides a general
way to obtain optimal weights from the minimisation of the total or mean error which
consists of combining available minimised local errors. To accomplish this we realize second
order derivatives of the error and find weight modifications in order to obtain the minimum
point of every unknown instantaneous local error. Hence, to obtain an optimal weight
vector for a feedforward neural network, the weight modification should be performed
for the total error minimum point among the various local error minima. It is necessary
to modify the weights twice, i.e. to minimise the local instantaneous error and further
to minimise the total or mean error. Generally the conjugate descent method has been
observed to converge much faster than the standard backpropagation learning scheme,
although there is no proof of convergence in this case due to the non-quadratic nature of
the error surface [14]. We provide numerical evidence which supports this observation of
superior convergence of the conjugate descent method over a standard backpropagation
approach.

2 Descent gradient approach for the unknown error surface

Multilayer feedforward neural networks comprise input, output and hidden layers. Process-
ing units in the output layer and hidden layers usually consist of nonlinear differentiable
output functions, while units of the input layer typically employ linear output functions.
If units in the hidden layers and in the output layer are nonlinear, then the number of un-
known weights or connection strengths depend on the number of units in the hidden layers,
in addition to depending on the number of units in the input and the output layers. Such
networks are used for general pattern mapping, and the pattern mapping problem involves
the determination of optimal connection weights for a given training set of input-output
pattern pairs.
In order to determine optimal weights in a supervisory mode it is necessary to know the error between the derived or expected output and the actual output of the network for a given training pattern. However, one knows the desired output only for the units in the final output layer, not for the units in the hidden layers. Hence the combined error of output layer is backpropagated through hidden layers to guide the updating or modification of the weights. The instantaneous error may be minimised by updating weights between the input and hidden layers and between hidden and output layers. We adopt the approach of gradient descent \[18\] along the error surface in the weight space for adjusting the weights in order to obtain an optimal weight vector. The error is defined as sum-of-squared differences between the desired outputs and the actual outputs obtained at the output layer of the network due to application of an input pattern from a training set. The output is calculated using the current setting of weights in all layers. Thus, for each input-output pattern pair, the network produces different errors so that the local error is unknown for each given input-output pattern pair. Weights are modified in order to minimise the local error corresponding to the presented input-output pattern pair by adjusting the weights in such a way that a gradient descent is achieved along the total error surface. The total error surface is typically not known, because the set of input-output pattern pairs is usually large and presented in a continuous stream. Upon presentation of an input-output pattern pair the corresponding error may be used to calculate a descent gradient along this local error surface in order to minimise the error by adjusting weights of the network. Hence weights are adjusted in such a manner that the network approaches a minimum of the local error surface for the presented input-output pattern pairs. However, to achieve an optimal weight vector, weights should be modified in a manner that the network approaches a minimum of the total error or the mean of local minimum errors. The total error or mean error corresponds to the expected value of the error function for all training samples. Let \(\{(a_\ell, b_\ell) : \ell = 1, 2, \ldots, L\}\) be the set of training pattern pairs. It is not necessary to know the entire training data set at the start, nor need the training data set be finite. The objective of the network is to determine the optimum weight update for each presentation of an input-output pattern pair.

Since the input pattern vector \([a_1^\ell, a_2^\ell, \ldots, a_I^\ell]\) is presented to the input layer and the desired output vector \([b_1^\ell, b_2^\ell, \ldots, b_K^\ell]\) for the output layer is available only at the output layer, the error between the desired output layer \(b_k^\ell\) and the actual output vector \(s_k^\ell\) is available only at the output layer, where \(k = 1, \ldots, K\). The error for the \(\ell\)-th pattern from each output unit is defined as

\[
E^\ell = \frac{1}{2} \sum_{k=1}^{K} [b_k^\ell - s_k^\ell]^2.
\]

The descent gradient along the error surface for the \(\ell\)-th pattern for obtaining the increment in the weight connecting units \(j\) and \(k\) is

\[
\Delta W_{jk} = -\eta \frac{\partial E^\ell}{\partial W_{jk}},
\]

where \(\eta > 0\) is a learning rate parameter. The weight modification between the hidden and output layers and between the input and hidden layers for the \(\ell\)-th pattern at the
(t + 1)-th iteration are
\[ W_{kj}(t + 1) = W_{kj}(t) + \Delta W_{kj}(t) = W_{kj}(t) + \eta \sum_{k=1}^{K} \left( b_k^\ell - s_k^\ell \right) s_k^\ell s_j^\ell \]  \hspace{1cm} (3)

and
\[ W_{ji}(t + 1) = W_{ji}(t) + \Delta W_{ji}(t) = W_{ji}(t) + \eta \sum_{k=1}^{K} \left( b_k^\ell - s_k^\ell \right) s_k^\ell W_{kj} s_j^\ell a_i^\ell, \] \hspace{1cm} (4)

respectively, where \( \ell = 1, 2, \ldots, L \).

Thus, for the next pattern, current weights of the network are updated to accommodate the new pattern information by moving along the descent gradient of the next error surface. Hence backpropagation learning is based on the steepest descent along the error surface of the local error in the weight space. However, it is only a first order approximation of the descent as the weight change is assumed to be proportional to the negative gradient, and does not incorporate any optimization criterion. Better learning may be achieved if the supervised learning process is posed as an unconstrained optimization problem with the error function as objective function. In this case an optimal value of an increment in the weights is obtained by considering only up to second order derivatives of the error function. The resulting expression for the optimal weight change requires computation of the second order derivatives of instantaneous local errors with respect to all the weights.

The incorporation of second order derivative information of the error function results in finding an optimal weight vector corresponding to different local error surfaces, all the while attempting to minimise the cumulative error corresponding to all the input-output pattern pairs. Therefore, we may visualize the process as a \( K \)-dimensional error surface in which we have different descent gradients corresponding to different input-output pattern pairs, but only one descent gradient will be active at any one time. However, it is difficult to keep track of the entire set of local descent gradients and to search for the total or mean gradient. Instead, we keep track of the different minimum points of the instantaneous local errors corresponding to different input-output pattern pairs. These minimum points will be distributed over the entire error surface, and we shall conveniently trace the mean or total errors minimum point from these local minimum points. In order to accomplish this, we require the second order derivatives of the descent gradient of the local errors.

3 Second derivative of descent gradient

The reason for requiring the second order derivatives of the descent gradient of the local errors was discussed in the previous section. In this section we determine these second order derivatives and find the weight modification in order to obtain the minimum point of every instantaneous local error. As mentioned above, the idea is that as the network trains for every presented input-output pattern pair presented, the weights are modified in order to minimise the total or mean error point. Modification of the weights therefore
occurs twice: Once during minimisation of the local instantaneous error and once more during minimisation of the total or mean error.

The error produced by the feedforward neural network for the \( \ell \)-th pattern is given in (1). The descent gradient for the error is therefore obtained from (1) and (2) as

\[
\Delta W_{kj} = -\eta \frac{\partial E^\ell}{\partial W_{kj}} = -\eta \frac{\partial}{\partial W_{kj}} \left[ \frac{1}{2} \sum_{k=1}^{K} (b^\ell_k - s^\ell_k)^2 \right]. \tag{5}
\]

Consider the second derivative of the error,

\[
\frac{\partial^2 E^\ell}{\partial W^2_{kj}} = \frac{\partial}{\partial W_{kj}} \left[ \frac{\partial E^\ell}{\partial y_k s^\ell_j} \right] = \frac{\partial}{\partial W_{kj}} \left[ \frac{\partial E^\ell}{\partial y_k} \frac{\partial y_k}{\partial W_{kj}} \right],
\]

where \( y_k = \sum_{j=1}^{J} W_{kj} s^\ell_j \) (activation from the output layer’s units). Since \( \frac{\partial s^\ell_k}{\partial W_{kj}} = 0 \), it follows that

\[
\frac{\partial^2 E^\ell}{\partial W^2_{kj}} = \frac{\partial^2 E^\ell}{\partial y_k^2} (s^\ell_j)^2. \tag{6}
\]

We further extend the derivative term in (6) as

\[
\frac{\partial^2 E^\ell}{\partial y_k^2} = \frac{\partial}{\partial y_k} \left[ \frac{\partial E^\ell}{\partial s^\ell_k} \frac{\partial s^\ell_k}{\partial y_k} \right] = \frac{\partial}{\partial y_k} \left[ \frac{\partial E^\ell}{\partial s^\ell_k} s^\ell_k \right],
\]

where \( s^\ell_k = \frac{\partial s^\ell_k}{\partial y_k} \) and where the nonlinear differentiable output signal is defined as

\[
s^\ell_k = f(y^\ell_k) = \frac{1}{1 + \exp(-ky^\ell_k)}.
\]

We therefore have

\[
\frac{\partial^2 E^\ell}{\partial y_k^2} = \frac{\partial}{\partial y_k} \left[ \frac{\partial E^\ell}{\partial s^\ell_k} \right] = \frac{\partial^2 E^\ell}{\partial y_k s^\ell_k} + \frac{\partial E^\ell}{\partial s^\ell_k} \frac{\partial s^\ell_k}{\partial y_k} = s^\ell_k \left[ \frac{\partial}{\partial s^\ell_k} \left( \frac{\partial E^\ell}{\partial y_k} \right) \right] + \frac{\partial E^\ell}{\partial s^\ell_k} \frac{\partial s^\ell_k}{\partial y_k}.
\]
and so
\[
\frac{\partial^2 E^t}{\partial y^t_{kj}} = s^t_k(1 - s^t_k) \left[ \frac{\partial}{\partial s^t_k} \left( \frac{\partial E^t}{\partial s^t_k} s^t_k \right) \right] + \frac{\partial E^t}{\partial s^t_k} s^t_k(1 - 2s^t_k) \\
= s^t_k(1 - s^t_k) \left[ \frac{\partial^2 E^t}{(\partial s^t_k)^2} s^t_k + \frac{\partial E^t}{\partial s^t_k} s^t_k(1 - 2s^t_k) \right] + \frac{\partial E^t}{\partial s^t_k} s^t_k(1 - 2s^t_k) \\
= s^t_k(1 - s^t_k) \left[ \frac{\partial^2 E^t}{(\partial s^t_k)^2} s^t_k + \frac{\partial E^t}{\partial s^t_k} s^t_k(1 - 2s^t_k) \right] - \sum_{k=1}^{K} (b^t_k - s^t_k)s^t_k(1 - 2s^t_k) \\
= \sum_{k=1}^{K} s^t_k(1 - s^t_k) \left[ s^t_k(1 - s^t_k) - s^t_k(1 - 2s^t_k) - \delta^t_k(1 - 2s^t_k) \right] - \sum_{k=1}^{K} (b^t_k - s^t_k)s^t_k(1 - 2s^t_k) \\
= \sum_{k=1}^{K} s^t_k(1 - s^t_k) \left[ s^t_k(1 - s^t_k) - 2\delta^t_k(1 - 2s^t_k) \right] \\
= \sum_{k=1}^{K} s^t_k \left[ s^t_k - 2\delta^t_k(1 - 2s^t_k) \right],
\]
so that
\[
\frac{\partial^2 E^t}{\partial W^2_{kj}} = \sum_{k=1}^{K} s^t_k [s^t_k - 2\delta^t_k(1 - 2s^t_k) (s^t_j)^2].
\]
Thus, the weight adjustment corresponding to the minimum point of the error $E^t$ is
\[
\Delta W_{kj} = -\eta \sum_{k=1}^{K} s^t_k \left[ s^t_k - 2\delta^t_k(1 - 2s^t_k) \right] (s^t_j)^2.
\]
Correspondingly, the new weights between the processing units of the hidden and output layers are
\[
W_{kj}(t + 1) = W_{kj}(t) - \eta \sum_{k=1}^{K} s^t_k \left[ s^t_k - 2\delta^t_k(1 - 2s^t_k) \right] (s^t_j)^2.
\]
Now, we determine the weight modification between processing units of the input layer and those of the hidden layer of the feedforward neural network in order to minimise the local error $E^t$ and to obtain the local minimum point of the error. Again we consider the second order derivative of the error with respect to the weight $W_{ji}$, namely
\[
\Delta W_{ji} = -\eta \frac{\partial^2 E^t}{\partial W^2_{ji}}.
\]
Illustrating for the term $\frac{\partial^2 E^t}{\partial W^2_{ji}}$, we have
\[
\frac{\partial^2 E^t}{\partial W^2_{ji}} = \frac{\partial}{\partial W_{ji}} \left[ \frac{\partial E^t}{\partial W_{ji}} \right] = \frac{\partial}{\partial W_{ji}} \left[ \frac{\partial E^t}{\partial y_j} \frac{\partial y_j}{\partial W_{ji}} \right],
\]
where \( y_j = \sum_{i=1}^{I} W_{ji} a_i^\ell \) (activation from the hidden layer’s unit) and where \( a_i^\ell = f(a_i^\ell) \) is the input applied to the \( i \)-th unit of the input layer. Since \( \frac{\partial a_i^\ell}{\partial W_{ji}} = 0 \), it follows that

\[
\frac{\partial}{\partial W_{ji}} \left[ \frac{\partial E^\ell}{\partial y_j} a_i^\ell \right] = \frac{\partial}{\partial y_j} \left[ \frac{\partial E^\ell}{\partial W_{ji}} a_i^\ell \right] = \frac{\partial^2 E^\ell}{\partial y_j^2} (a_i^\ell)^2. \tag{12}
\]

We further expand the derivative term in (12) as

\[
\frac{\partial^2 E^\ell}{\partial y_j^2} = \frac{\partial}{\partial y_j} \left[ \frac{\partial E^\ell}{\partial s_j^\ell} \right] W_{kj} s_j^\ell = \frac{\partial}{\partial y_j} \left[ \frac{\partial E^\ell}{\partial s_j^\ell} \frac{\partial s_j^\ell}{\partial y_j} W_{kj} \right] s_j^\ell - \Delta^\ell, \tag{13}
\]

where \( s_j^\ell = f(y_j^\ell) = \frac{1}{1 + \exp(-y_j)} \) (an output signal with \( k = 1 \), so that

\[
\frac{\partial^2 E^\ell}{\partial y_j^2} = \frac{\partial}{\partial y_j} \left[ \frac{\partial E^\ell}{\partial s_j^\ell} \right] = \frac{\partial}{\partial y_j} \left[ \frac{\partial E^\ell}{\partial y_k} \frac{\partial y_k}{\partial s_j^\ell} \right] = \frac{\partial}{\partial y_j} \left[ \frac{\partial E^\ell}{\partial y_k} W_{kj} \right] s_j^\ell.
\]

Therefore,

\[
\frac{\partial^2 E^\ell}{\partial y_j^2} = \frac{\partial}{\partial y_k} \left[ \frac{\partial E^\ell}{\partial y_j} W_{kj} s_j^\ell \right] = \frac{\partial^2 E^\ell}{\partial y_k \partial y_j} W_{kj} s_j^\ell - \Delta^\ell,
\]

since

\[
\frac{\partial W_{kj}}{\partial y_j} = 0
\]

\[
= \frac{\partial}{\partial y_k} \left[ \frac{\partial E^\ell}{\partial y_j} W_{kj} s_j^\ell - \sum_{k=1}^{K} (b_k - s_k^\ell) s_k^\ell (1 - s_k^\ell) W_{kj} s_j^\ell (1 - s_j^\ell) (1 - 2s_j^\ell) \right]
\]

\[
= \frac{\partial^2 E^\ell}{\partial y_k \partial y_j} W_{kj} s_j^\ell - \Delta^\ell,
\]

where \( \Delta^\ell = \sum_{k=1}^{K} (b_k - s_k^\ell) s_k^\ell (1 - s_k^\ell) W_{kj} s_j^\ell (1 - s_j^\ell) (1 - 2s_j^\ell) \). Consequently,

\[
\frac{\partial^2 E^\ell}{\partial y_j^2} = \frac{\partial}{\partial y_k} \left[ \frac{\partial E^\ell}{\partial s_j^\ell} \right] W_{kj} s_j^\ell - \Delta^\ell
\]

\[
= \frac{\partial}{\partial y_k} \left[ \frac{\partial E^\ell}{\partial s_j^\ell} \right] W_{kj} s_j^\ell - \Delta^\ell
\]
and so
\[
\frac{\partial^2 E^\ell}{\partial y_j^2} = \frac{\partial}{\partial y_k} \left[ \frac{\partial E^\ell}{\partial y_k} W_{kj} s_j^\ell \right] W_{kj} s_j^\ell - \Delta^\ell \nabla
\]
\[
= \frac{\partial^2 E^\ell}{\partial y_k^2} W_{kj} s_j^\ell + \frac{\partial E^\ell}{\partial y_k} \frac{\partial W_{kj}}{\partial y_k} s_j^\ell + \frac{\partial^2 E^\ell}{\partial y_k} W_{kj} \frac{\partial s_j^\ell}{\partial y_k} W_{kj} s_j^\ell - \Delta^\ell \nabla
\]
\[
= \left[ \frac{\partial^2 E^\ell}{\partial y_k^2} W_{kj} s_j^\ell \right] W_{kj} s_j^\ell - \Delta^\ell, 
\]

because \( \frac{\partial W_{kj}}{\partial y_k} = 0 \) and \( \frac{\partial s_j^\ell}{\partial y_k} = 0 \) (the output signal of the hidden layer unit is independent of the change in the activation of the output layer unit). Hence
\[
\frac{\partial^2 E^\ell}{\partial y_j^2} = - \frac{\partial}{\partial y_k} \left[ \sum_{k=1}^K (b_k^\ell - s_k^\ell) s_k^\ell \right] W_{kj} s_j^\ell - \Delta^\ell 
\]
\[
= \sum_{k=1}^K \left[ (s_k^\ell)^2 - (b_k^\ell - s_k^\ell) s_k^\ell \right] W_{kj} s_j^\ell - \Delta^\ell 
\]
\[
= \sum_{k=1}^K \left[ (s_k^\ell)^2 - (b_k^\ell - s_k^\ell) s_k^\ell (1 - 2s_k^\ell) \right] W_{kj} s_j^\ell - \Delta^\ell 
\]
\[
= \sum_{k=1}^K \dot{s}_k^\ell \left[ s_k^\ell - (b_k^\ell - s_k^\ell) (1 - 2s_k^\ell) \right] W_{kj} s_j^\ell - \Delta^\ell 
\]
\[
= \sum_{k=1}^K \dot{s}_k^\ell \left[ s_k^\ell - \delta_k^\ell (1 - 2s_k^\ell) \right] W_{kj} s_j^\ell - \Delta^\ell. 
\]

It follows from (12) that
\[
\frac{\partial^2 E^\ell}{\partial W_{ji}^2} = \sum_{k=1}^K \dot{s}_k^\ell \left[ s_k^\ell - \delta_k^\ell (1 - 2s_k^\ell) \right] W_{kj} s_j^\ell (a_i^\ell)^2 - \Delta^\ell (a_i^\ell)^2. 
\]

(14)

Combining the expressions in (11) and (14) we therefore have
\[
\Delta W_{ji} = -\eta \Delta^\ell (a_i^\ell)^2 - \eta \sum_{k=1}^K \dot{s}_k^\ell \left[ s_k^\ell - \delta_k^\ell (1 - 2s_k^\ell) \right] W_{kj} s_j^\ell (a_i^\ell)^2. 
\]

(15)

Thus, new weights between processing units of the input layer and the hidden layer may be obtained as
\[
W_{ji}(t + 1) = W_{ji}(t) - \eta \Delta^\ell (a_i^\ell)^2 - \eta \sum_{k=1}^K \dot{s}_k^\ell \left[ s_k^\ell - \delta_k^\ell (1 - 2s_k^\ell) \right] W_{kj} s_j^\ell (a_i^\ell)^2. 
\]

(16)

This relationship represents a weight modification for the feedforward neural network which minimises the local error for the presented input-output pattern pair. To prove that we indeed have a local minimal error point, we evaluate the second derivative of the
error with respect to the weights. This is achieved by evaluating the second derivative separately with respect to the weights between hidden and output layers, and between input and hidden layers. Again we consider the local error in (1) and the gradient descent of the error surface in the weight space

$$\Delta W_{h_0} = -\eta \frac{\partial^2 E^\ell}{\partial W_{ji} \partial W_{kj}},$$

(17)

where $W_{h_0}$ represents the single weight from each hidden and output layer, so that

$$\frac{\partial^2 E^\ell}{\partial W_{ji} \partial W_{kj}} = \frac{\partial}{\partial W_{ji}} \left[ \frac{\partial E^\ell}{\partial W_{kj}} \right] = \frac{\partial}{\partial W_{ji}} \left[ \frac{\partial E^\ell}{\partial y_k} \frac{\partial y_k}{\partial W_{kj}} \right] = \frac{\partial}{\partial W_{ji}} \left[ \frac{\partial E^\ell}{\partial y_k} \left( \frac{\partial s_j^\ell}{\partial y_k} \right) \frac{\partial s_k^\ell}{\partial s_j^\ell} \right]$$

$$= \frac{\partial}{\partial s_k^\ell} \frac{\partial E^\ell}{\partial W_{ji}} s_k^\ell s_j^\ell + \frac{\partial}{\partial s_k^\ell} \frac{\partial E^\ell}{\partial s_j^\ell} s_k^\ell s_j^\ell - \sum_{k=1}^K (b_k^\ell - s_k^\ell) s_k^\ell s_j^\ell a_i^\ell$$

$$= (s_k^\ell s_j^\ell)^2 - \sum_{k=1}^K (b_k^\ell - s_k^\ell)(1 - 2s_k^\ell)(s_j^\ell)^2 s_k^\ell - \sum_{k=1}^K (b_k^\ell - s_k^\ell)(s_j^\ell)^2 s_k^\ell (1 - 2s_k^\ell)$$

$$- \sum_{k=1}^K (b_k^\ell - s_k^\ell) s_k^\ell s_j^\ell a_i^\ell$$

$$= (s_k^\ell s_j^\ell)^2 - \sum_{k=1}^K (b_k^\ell - s_k^\ell) \left[ (1 - 2s_k^\ell)(s_j^\ell)^2 s_k^\ell + (s_j^\ell)^2 s_k^\ell (1 - 2s_k^\ell) + s_k^\ell s_j^\ell a_i^\ell \right]$$

$$= (s_k^\ell s_j^\ell)^2 - \sum_{k=1}^K (b_k^\ell - s_k^\ell) \left[ s_k^\ell \left[ 2 \left( (1 - 2s_k^\ell)(s_j^\ell)^2 + s_j^\ell a_i^\ell \right) \right] \right].$$

The weight change is therefore

$$W_{h_0} = \eta \sum_{k=1}^K (b_k^\ell - s_k^\ell) \left[ s_k^\ell \left[ 2(1 - 2s_k^\ell)(s_j^\ell)^2 + s_j^\ell a_i^\ell \right] \right] - \eta (s_k^\ell s_j^\ell)^2.$$  

(18)

This expression represents the weight modification in terms of the second derivative of the error with respect to combined weights of the hidden-input layer and output-hidden layer. The weight modification has been obtained for units of the hidden layer in the terms of the backpropagated error and for units of the output layer in terms of the local error generated from units of the output layer. The weight modification has also been obtained for the single weight from each hidden and output layer in combination. Therefore, we may represent the weight update for the entire network in terms of the updated weight.
vector

\[
\Delta W = \begin{bmatrix}
\frac{\partial^2 E^\ell}{\partial W_{11} \partial W_{11}} & \frac{\partial^2 E^\ell}{\partial W_{11} \partial W_{12}} & \cdots & \frac{\partial^2 E^\ell}{\partial W_{11} \partial W_{1k}} \\
\frac{\partial^2 E^\ell}{\partial W_{12} \partial W_{21}} & \frac{\partial^2 E^\ell}{\partial W_{12} \partial W_{22}} & \cdots & \frac{\partial^2 E^\ell}{\partial W_{12} \partial W_{2k}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^2 E^\ell}{\partial W_{ij} \partial W_{j1}} & \frac{\partial^2 E^\ell}{\partial W_{ij} \partial W_{j2}} & \cdots & \frac{\partial^2 E^\ell}{\partial W_{ij} \partial W_{jk}} \\
\end{bmatrix}
\]

in order to determine the second derivative of the local error. By presenting an input-output pattern pair for training, the weight vector will modify itself by means of the learning equation

\[
W(t+1) = W(t) + \Delta W.
\]

This process will continue for each presented input-output pattern pair, either as a new pattern or as a repeated pattern. We are in effect finding the minimum point of each local error by determining its second derivative. In this way, we have a collection of minimum points of local errors and hence we can determine the total error or mean error minimum point by taking the mean of current local error point with respect to the current mean of error points (i.e. employing a dynamic mean) and it will be the current mean or total error point. We initialize the total error as zero, and determine the local error point corresponding to the presented pattern, i.e. \((a^\ell, b^\ell) = E^\ell\).

The current mean error or total error point is

\[
E^\min_g = \frac{E^\min_g + E^\ell}{2},
\]

where, initially, \(E^\min_g = 0\).

Now, the weight vector is modified using (9), (15) and (17) in order to minimise the total error or mean error point \(E^\min_g\).

This process is continued for all presented input-output pattern pairs, every time modifying \(E^\min_g\) once the local error point for the presented pair has been obtained. This mean of the total error minimum point will change with every new local error minimum and the weight modification will accomplish the minimisation of the total or mean error after the minimisation of the current local error corresponding to the presented input pattern. The optimal change in the weight vector may be represented as

\[
\Delta W^\min = \begin{bmatrix}
\frac{\partial^2 E^\min_g}{\partial W_{11} \partial W_{11}} & \frac{\partial^2 E^\min_g}{\partial W_{11} \partial W_{12}} & \cdots & \frac{\partial^2 E^\min_g}{\partial W_{11} \partial W_{1k}} \\
\frac{\partial^2 E^\min_g}{\partial W_{12} \partial W_{21}} & \frac{\partial^2 E^\min_g}{\partial W_{12} \partial W_{22}} & \cdots & \frac{\partial^2 E^\min_g}{\partial W_{12} \partial W_{2k}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^2 E^\min_g}{\partial W_{ij} \partial W_{j1}} & \frac{\partial^2 E^\min_g}{\partial W_{ij} \partial W_{j2}} & \cdots & \frac{\partial^2 E^\min_g}{\partial W_{ij} \partial W_{jk}} \\
\end{bmatrix}
\]

\[(i+j) \times k\]
In this way we may determine the optimal connection strengths (weights) for the feedforward neural network to capture the relationship between all the presented input-output pattern pairs.

An algorithm for the entire method may be represented in a straight-forward manner as an extension of the backpropagation procedure for feedforward neural networks. We summarize the algorithm in the following nine steps.

1. Initialize weights and thresholds. Also initialize the total error as $E_g^{\text{min}} = 0$ [Define $W_{ji}(t)$ and $W_{kj}(t)$, $i = 1, 2, \ldots, I$, $j = 1, 2, \ldots, J$, $k = 1, 2, \ldots, K$ to be weights from the $i$-th unit of the input layer to the $j$-th unit of the hidden layer, and weights from $j$-th unit of the hidden layer to the $k$-th unit of the output layer at time $t$, respectively. The parameters $\theta_j$ and $\theta_k$ are the threshold values for the $j$-th unit of the hidden layer and the $k$-th unit of the output layer, respectively. Set $W_{ji}(0)$ and $W_{kj}(0)$ to small random values not exceeding the threshold values].

2. Present the input $a_\ell = [a^\ell_1, a^\ell_2, \ldots, a^\ell_I]$ and the target output $b_\ell = [b^\ell_1, b^\ell_2, \ldots, b^\ell_K]$.

3. Evaluate the output of all hidden and output units, for the given input pattern, i.e. compute $s^\ell_j = f(\sum_{i=1}^I W_{ji}a_i - \theta_j)$ for the hidden layer’s unit and $s^\ell_k = f(\sum_{j=1}^J W_{kj}s^\ell_j - \theta_k)$ for the output layer’s unit. (The function $f(\cdot)$ is a sigmoidal function, which is nonlinear, differentiable and monotonically increasing).

4. Evaluate the local error $E^\ell = \frac{1}{2} \sum_{k=1}^K [l^k_\ell - s^\ell_k]^2$ corresponding to the input pattern presented.

5. Evaluate the second derivative of the error with respect to the weights between hidden and output layers and also with respect to the weights between input and hidden layers separately as

$$\frac{\partial^2 E^\ell}{\partial W_{kj}^2} = \sum_{k=1}^K s^\ell_k [s^\ell_k - 2(b^\ell_k - s^\ell_k)(1 - 2s^\ell_k)] (s^\ell_j)^2$$

and

$$\frac{\partial^2 E^\ell}{\partial W_{ji}^2} = \sum_{k=1}^K s^\ell_k [s^\ell_k - 2(b^\ell_k - s^\ell_k)(1 - 2s^\ell_k)] W_{kj} s^\ell_j (a^\ell_i)^2$$

$$- \sum_{k=1}^K (b^\ell_k - s^\ell_k)s^\ell_k (1 - 2s^\ell_k) W_{kj} s^\ell_j (1 - s^\ell_j)(1 - 2s^\ell_j)(a^\ell_i)^2,$$

respectively. Next, evaluate the second derivative of the error with respect to the weights from both hidden and output layers in combination, i.e.

$$\frac{\partial^2 E^\ell}{\partial W_{kj} \partial W_{ji}} = s^\ell_k s^\ell_j - \sum_{k=1}^K [(b^\ell_k - s^\ell_k)s^\ell_k [2(1 - 2s^\ell_k)(s^\ell_j)^2] + s^\ell_j a^\ell_i].$$
6. Determine the weight vectors and assign these new weights to the network as the current weights. Let \( W_{kj}(t+1) = W_{kj}(t) + \Delta W_{kj}(t) \) for the output layer, \( W_{ji}(t+1) = W_{ji}(t) + \Delta W_{ji}(t) \) for the hidden layer, or \( W(t+1) = W(t) + \Delta W \), where \( \Delta W \) is given in (19). Repeat Steps 3 to 5 until the local error \( (E^{\ell}) \) corresponding to presented input-output pattern pair \((a_\ell, b_\ell)\) does not decrease.

7. Calculate the current mean of the errors as the total error point: \( E_g^{\text{min}} = \frac{(E_g^{\text{min}} + E^{\ell})}{2} \), where \( E^{\ell} \) is the local error point corresponding to the input pattern presented and \( E_g^{\text{min}} \) is the current total or mean error minimum point.

8. Modify the weights in order to minimise the total or mean error and assign new weights to the network as \( W(t+1) = W(t) + \Delta W \), where \( \Delta W^{\text{min}} \) is given in (21). Calculate the output of all hidden and output units with currently assigned weights for the presented input pattern as \( s_k^{\text{min}} = f[w_k^T(t)a - \theta_k] \) (for a hidden layer unit) and \( s_j^{\text{min}} = f[w_j^T(t)a - \theta_j] \) (for an output layer unit), respectively. Repeat Step 8 until \( E_g^{\min} = \frac{1}{2} \sum_{k=1}^{K} [b_\ell^k - s_k^{\text{min}}] \) does not decrease.

9. Repeat all the steps, from the Step 2, for each patterns in the training set, i.e. for all \( \ell = 1, \ldots, L \).

4 Simulation design and result

A simulation was performed to analyze the performance of the backpropagation algorithm with changing training patterns of handwritten words consisting of three characters when using second order derivatives of the error surface to minimise the total or mean error in the feedforward neural network. It was found that use of the second order derivative of the error surface to minimise the total error yields superior network convergence. A hundred and fifty sample words were presented to the vertical segmentation program which was designed in MATLAB, based on the portion of average height of the words. These segmented characters were clubbed together after binarization to form training patterns for the neural network. The proposed conjugate gradient descent of each presented training pattern is calculated to obtain the total or mean error minimum. The network was designed to learn its behaviour from a presentation of each one of 5 samples 100 times (i.e. achieving 500 trials). To accomplish the simulation we considered a feedforward neural network consisting of 150, 10 and 26 neurons in the input, hidden and output layers, respectively. Five hundred experiments were conducted by applying different kinds of constraints for the segmentation of individual characters from words presented in cursive hand-written text. The constraints were based on the height of the words. The segmented characters were resized onto \( 15 \times 10 \) binary matrices and were exposed to the 150 input neurons. The 26 output neurons correspond to letters in the English alphabet. The steps outlined in the following subsections were followed in the experiments.

4.1 Preprocessing

Preprocessing is considered mandatory before segmentation and analysis of the performance of the neural network with respect to recognition. All hand-written words were scanned into gray-scale images. Each word was fitted into a rectangular box in order to
facilitate extraction from the document and to enable calculation of height and width of characters.

4.2 The segmentation process

The observed average character height and width ($H_{avg}$ and $W_{avg}$) formed the basis for implementation of the segmentation process. It has been observed that in cursive hand-written text, the characters are connected to each other to form a word at a height less than approximately half of the average maximum height. The samples in Figure 1 depict this phenomenon. We therefore considered $\frac{1}{2}H_{avg}$ (half of the average height) for deciding on segmentation points. Each word was traced vertically after converting the gray scale image into a binary matrix. This binarization was achieved using the following logical operation on the gray-scale intensity level: ($I \geq \text{Level}$). Here $0 \leq \text{Level} \leq 1$ is a threshold parameter. The value of Level was based on the gray-scale intensity of the text in the document. A higher intensity leads to a larger threshold value. Determining segmentation points was carried out by means of Algorithm 1.

![Figure 1: Connections between the characters of a word in cursive hand-written text.](image1)

**Figure 1:** Connections between the characters of a word in cursive hand-written text.

**Algorithm 1 VerticalSegment $I$**

1: for all columns $i$ in image matrix $I$ starting from position $I(0,0)$ do  
2:   for all rows $j$ do  
3:     if $I(i,j) = 0$ (black pixel) and row number $j > \text{Height}/2$ then  
4:       if (column $i < 5$) or ($i$–last segmentation column $< 5$) then  
5:         Process the next element  
6:       else  
7:         Store this segmentation point (column number $i$)  
8:       end if  
9:     else if no black pixel found in entire column then  
10:       $i$ is a segmentation point  
11:     end if  
12:   end for  
13: end for

![Figure 2: Vertical segmentation technique and binary representation of a character.](image2)

**Figure 2:** Vertical segmentation technique and binary representation of a character.
4.3 Reshaping and resizing of characters for pattern creation

As mentioned, every segmented character was first converted into a binary matrix and then resized to a $15 \times 10$ matrix using nearest neighborhood interpolation [20]. This matrix was then reshaped to a $150 \times 1$ logical vector so that it could be presented to the network for learning. These characters were clubbed together in a matrix to form the training pattern set.

4.4 Experimental results

In order to analyze the performance of the feedforward neural network with conjugate descent for the character recognition problem, the parameter values in Table 1 were used in all the experiments.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Parameter Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Learning/Training Goal for entire network</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>Acceptable Error</td>
<td>0.001</td>
</tr>
<tr>
<td>3</td>
<td>Classical Momentum Term ($\alpha$)</td>
<td>0.90</td>
</tr>
<tr>
<td>4</td>
<td>Modified Momentum Term ($\beta$)</td>
<td>0.05</td>
</tr>
<tr>
<td>5</td>
<td>Maximum Epochs</td>
<td>50000</td>
</tr>
<tr>
<td>6</td>
<td>Initial Weights and biased term values</td>
<td>Randomly generated values between 0 and 1</td>
</tr>
</tbody>
</table>

Table 1: Parameters and their values used in the learning processes.

After applying the segmentation technique, as specified in Algorithm 1, the results in Table 2 were obtained.

<table>
<thead>
<tr>
<th>Segmentation Constraint</th>
<th>Correctly Segmented Words (Out of 600)</th>
<th>Incorrectly Segmented Words (Out of 600)</th>
<th>Success Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{2}H_{avg}$</td>
<td>427</td>
<td>173</td>
<td>71.16 %</td>
</tr>
</tbody>
</table>

Table 2: Results of vertical segmentation technique.

Thus, out of 600 words, a total of 427 words were segmented correctly and used as the patterns for the training of the neural network. The network was trained using both the conventional descent gradient method and the proposed conjugate descent method employing a dynamic mean of the total error. The values of the gradient descent and the proposed conjugate descent were computed for each learning trial and the mean values of the resulting performance is presented in Table 3 and in Figures 3–4.

It may be concluded from the table that the proposed method of conjugate descent for hand-written word recognition shows a remarkable enhancement in performance over the conventional method.
Table 3: Comparison of gradient values and errors in the network for five samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Gradient (×10^16)</th>
<th>Network Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Classical Method</td>
<td>Proposed Method</td>
</tr>
<tr>
<td>Sample 1</td>
<td>1981.400</td>
<td>2029.280</td>
</tr>
<tr>
<td>Sample 2</td>
<td>5792.000</td>
<td>2021.500</td>
</tr>
<tr>
<td>Sample 3</td>
<td>7018.400</td>
<td>1723.310</td>
</tr>
<tr>
<td>Sample 4</td>
<td>1173.900</td>
<td>843.094</td>
</tr>
<tr>
<td>Sample 5</td>
<td>62263.9</td>
<td>21897.8</td>
</tr>
</tbody>
</table>

Figure 3: Comparison of descent gradient and proposed conjugate descent methods.

5 Conclusion

The method discussed in this paper uses second order derivative information to minimise the local error in the weight space, based on input-output pattern pairs presented to the feedforward network. Weights in the network are repeatedly modified in order to minimise the local error for each such pair. There are separate local errors for each different input-output pattern pair presented. The descent gradient of the local error in the weight space gives only the surface of error minimisation. The second derivative of the error generates the minimum point in the error surface. Hence, weights are modified to account for each of the local errors. This modification is achieved via the second derivative of the local error which is obtained with respect to weights for the output and hidden layers individually and also in combination. In this way a difference matrix is generated for the weight modification. The process of weight modification is iterative, and continues until the minimum of the local error is obtained.

At each iteration we attempt to find optimal weights for the network. These weights are responsible for producing the behaviour of the network for the test patterns. However, there is no guarantee of optimal behaviour for all patterns, because weights are modified...
for an unknown local error surface. Once the local error minimum point has been obtained, the mean of this local error minimum point provides a measure of the current total error or mean error point among the existing local error minima. Thereafter, the weights are again modified for the current total or mean error. Thus, the network is trained for the global or mean behaviour rather than for the individual local behaviours. This iterative process continues until the total or mean error does not decrease for all the input pairs presented in the training set.

The proposed conjugate descent method accelerates the process of convergence and yields better network performance. Despite the significant reduction of network error shown in Figure 5 when using the conjugate descent approach over the traditional approach for our five sample recognition experiments, we still cannot claim any guarantee or general statement with respect to the convergence of this method. Although we have the different local error minimum points corresponding to the pattern pairs presented as input, these local error minima cannot be visualized simultaneously. If the local error corresponding to a pattern has been minimised, there is a possibility that another previously obtained error minimum may change and hence that these errors are no longer minimised.

Further experimentation is required before a general conclusion may be reached with respect to the convergence rate. The complexity of the algorithm should also be analysed and compared with those of other methods. These avenues of investigation may be pursued in future work.
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